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Abstract
Gyrokinetic simulations are utilized to study effects of magnetic islands (MIs) on the ion
temperature gradient (ITG) turbulence in the KSTAR tokamak with resonant magnetic
perturbations. Simulations show that the transport is controlled by the nonlinear interactions
between the ITG turbulence and self-generated vortex flows and zonal flows, leading to an
anisotropic structure of fluctuation and transport on the poloidal plane and in the toroidal
direction. MIs greatly enhance turbulent transport of both particle and heat. The turbulent
transport exhibits variations in the toroidal direction, with transport through the resonant layer
near the island X-point being enhanced when the X-point is located at the outer mid-plane. A
quantitative agreement is shown between simulations and KSTAR experiments in terms of time
frequency and perpendicular wavevector spectrum.
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(Some figures may appear in colour only in the online journal)

1. Introduction

During the H-mode operation of tokamaks, type-I Edge
Localized Modes (ELMs) generate transient energy bursts at
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the plasma boundary, which can degrade plasma confinement
and cause erosion of plasma-facing materials. One promising
technique to avoid or mitigate these instabilities is the applic-
ation of Resonant Magnetic Perturbations (RMPs) [1], ori-
ginally developed to control magnetohydrodynamic (MHD)
instabilities near the resonant magnetic surfaces. By apply-
ing current to external coils surrounding the tokamak, mag-
netic perturbations with helicity matching the field lines at
resonant surfaces are generated. The RMP control of ELM
has been demonstrated on several tokamak devices, including
DIII-D [2], JET [3], KSTAR [4], and EAST [5], and is also
predicted to be effective in future devices like ITER [6]. ELM
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suppression via RMPs enables long-pulse, steady-state oper-
ations while maintaining high confinement parameters. For
instance, a KSTAR discharge [7] with a normalized plasma
kinetic pressure βN ≈ 3 was sustained for 12 s with an effect-
ive fusion gain G> 0.4 using an edge safety factor q95 = 4.
However, RMPs can also cause undesirable side effects on tur-
bulent transport, such as a reduction in plasma density at both
the edge and core (density pump-out) and an increase in the
power threshold required to access high confinementmode (H-
mode) [4, 8]. Understanding the physics mechanism of these
RMP effects on turbulent transport is crucial for optimizing
RMP configurations to achieve better confinement and higher
fusion gain during steady-state operations. A key aspect of this
is understanding the impact of magnetic islands (MIs) induced
by the RMPs on the turbulent transport.

The MIs can form through magnetic reconnection on the
rational surfaces where rotational transform of the unper-
turbed magnetic fields matches the RMP helicity. Even small
MIs can significantly alter flux surface topology and plasma
transport [9]. The impacts of MIs on plasma behavior have
been observed across various tokamak and stellarator devices
[10–13]. The reduction in the pressure gradient within the
island region has been observed, accompanied by a decrease in
the turbulence intensity. Strong electron temperature Te fluc-
tuations have been observed near the X-point of the islands
while the fluctuations near the island O-point are reduced.
Turbulence can spread into the island region via the X-point.
Some experiments have shown a potential positive role of
MIs in the formation of internal transport barriers [10, 12].
Recent experiments have directly revealed the MI effect on
plasma flow, fluctuations and transport. A KSTAR experiment
has shown that the inhomogeneous turbulence surrounding the
MIs is related to variations in the ExB flow shear near the O-
point and X-point [14]. In an HL-2A experiment, the mod-
ulation of turbulent fluctuation of electron temperature and
density within the island region has been found [15], and a
minimal island width has been identified for the modulation.
In another HL-2A experiment, different flow profiles around
O-point and X-point have been found [16], and especially, a
large flow shear has been found at the outer separatrix of island
near O-point. The causality of flow shear and fluctuation mod-
ulation has also been demonstrated. Similar spatial structure
of poloidal flow and the effect of island on flow profile have
been found in the W7-X stellarator experiment for the m = 5,
n = 5 island [17]. Remarkably, a transport barrier has been
demonstrated directly due to the m = 5, n = 5 island inside
the last closed flux surface [18]. In addition, a TJ-II stellarator
experiment [19] has also found the flow shear along the island
separatrix, and its effect on fluctuation reduction and transport
regulation, and the asymmetry of flow shear at the inner and
outer sides of separatrix have been identified. Theoretical stud-
ies have also explored various aspects of MI effects on neo-
classical transport [20] and bootstrap current [21], vortex flow
generation [22, 23], and the long-term evolution of MIs [24].
Additionally, resonant interactions between particle motion
andMIs have been studied theoretically [25, 26]. Despite these

advances, the multiscale interactions between MIs and turbu-
lent transport remain unsolved theoretically. There is no first-
principles theory that can self-consistently predict turbulent
transport in the presence of MIs. Numerical simulations are
needed to further investigate the detailedmechanisms respons-
ible for confinement degradation and to elucidate the spatial
characteristics of turbulent transport.

Extensive numerical studies have been conducted to under-
stand the effect of MI and 3D fields on turbulent transport.
It has been demonstrated that the MIs can stabilize [27] and
localize [28] the ion temperature gradient (ITG) modes. The
generation of vortex flows byMIs in neoclassical tearingmode
(NTM) simulations is examined in [29], which was comple-
mented by the study of mechanism of turbulence suppres-
sion via vortex flows [30]. Additional research into mean flow
generation by MIs has also been conducted [31, 32]. Several
studies have also shown that MIs suppress turbulent transport
within the island region [33, 34], identifying a critical island
width necessary for transport reduction. This finding has been
further corroborated by later gyrokinetic simulations, which
also identified the role of island width in transport suppression
[35]. The mechanism of turbulence spreading into the island
region has been explored in [36] and [37]. More recently, the
effects of neoclassical toroidal viscosity have been examined,
with a focus on density pump-out, and these results have been
compared directly to experimental data [38, 39]. More inter-
esting studies on the multi-scale interaction between evolving
MIs and turbulence were highlighted in review papers [40, 41].

In addition to the aforementioned studies, the Gyrokinetic
Toroidal Code (GTC) [42] has been extensively employed
to investigate the effects of 3D magnetic fields from RMPs
and the interaction between MIs and other modes. GTC
has been verified for a wide range of physical phenomena
across various devices, including tokamaks, stellarators [43],
and field-reversed configurations [44], encompassing neoclas-
sical transport [16], microturbulence [45], meso-scale Alfvén
eigenmodes [46], and macro-scale MHD modes [47]. The
impact of MIs on profile flattening and linear ITG instabil-
ity has been studied in [48]. The simulation model for tearing
modes (TMs) was developed and TM instability in both the
resistive and collisionless limits was verified [49, 50]. Further
studies examined the effects of MIs on bootstrap current due
to profile flattening within the island region [21]. The influ-
ence of electron cyclotron current drive on the evolution ofMIs
was investigated [51, 52]. The effects of MIs on ITG turbu-
lent transport and the interactions between turbulence andMIs
were studied in [53, 54]. The drift-TMs [55, 56] and double
TMs [57] have been simulated. The interaction between ener-
getic particles and islands induced by NTMs was explored in
[58]. More recently, the effect of island width on zonal flow
generation and turbulent transport in a simple model tokamak
was analyzed [59]. The NTM simulation was verified with
the modified Rutherford equation and the influence of finite
Larmor radius effects on NTM instability was studied [60].
In addition to these studies, GTC has also been employed to
investigate the effects of non-resonant RMP fields on turbulent
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transport and the generation of radial electric fields [61–63].
These simulations offer valuable insights into the complex
interplay betweenMIs, turbulence, and RMP fields, advancing
our understanding of plasma transport in fusion devices.

In this work, we use the GTC simulation to study the effects
of the MIs on the turbulent transport using a realistic geo-
metry and profiles in an actual experiment, KSTAR long-pulse
discharge #19118, which features a large MI with a width of
approximately 4 cm [64, 65] generated by the RMP that sup-
presses the ELMs. We performed global, self-consistent GTC
electrostatic simulations using gyrokinetic ions and drift kin-
etic electrons. Our simulations verified the presence of aniso-
tropic turbulence structures and turbulence spreading in the
poloidal plane, regulated by nonlinear interactions between
turbulence, zonal flows, and vortex flows. MIs greatly enhance
turbulent transport of both particle and heat. We also observed
that turbulent transport exhibits variations in the toroidal dir-
ection, with transport through the resonant layer near the X-
point being enhanced when the X-point is located at the outer
mid-plane. Furthermore, we compared the features of turbu-
lence between GTC simulations and experimental observa-
tions, finding good agreement regarding the MI effect on time
frequency and perpendicular wavevector spectrum. The vari-
ation of density fluctuation at O-point and X-point are also
similar to previous DIII-D [66] and TEXT experiments [67].
This work enhances our understanding of turbulent transport
in the presence of MIs and provides insights in improving the
confinement in RMP experiments.

This paper is organized as follows: section 2 describes the
KSTAR experimental data, the gyrokinetic simulation model
including MIs, and the simulation settings. Section 3 presents
the results of the turbulence simulations. Finally, a summary
is provided in section 4.

2. Simulation model and simulation settings

The experimental data of KSTAR discharge #19118 at
t = 2950 ms is presented in figure 1. The electron temperature
is measured through electron cyclotron emission and the elec-
tron density is measured by Thomson scattering. The ion tem-
perature is measured by charge exchange spectroscopy. Then
the smoothed profile is obtained by fitting the discrete data
points. The n= 1 RMP was applied at t = 2400 ms in the dis-
charge, leading to the formation of the MI and the subsequent
mode locking was observed at t = 2800 ms. At t = 2950 ms,
the radial electron temperature profile exhibits a clear flatten-
ing effect near q = 2 surface. The q = 2 surface is located
at ρt = 0.549, and the island region covers from ρt = 0.42 to
ρt = 0.65 in the neighbor of O-points. Here, ρt ≡

√
ψ N and

ψ N is the normalized toroidal magnetic flux. Consistently, the
Electron Cyclotron Emission Imaging (ECEI) data reveals the
(m,n) = (2,1) MI structure at the q = 2 surface. On the other
hand, no clear flattening effect is observed in the electron dens-
ity and ion temperature, possibly due to the large error in the

measurements of these profiles. In the simulations, we con-
sider a single ion species (Deuterium) and assume the equilib-
rium ion density ni0 to be identical to electron density ne0.

GTC employs gyrokinetic equations for both ions and elec-
trons to simulate the low-frequency waves and the associated
turbulent transport. The static magnetic field can be expressed
as B= B0 +∇× (αISB0), where B0 is the ambient magnetic
field, and δBIS ≡∇× (αISB0) is the magnetic field induced
by the static MI. Both of B0 and αIS in the Boozer coordin-
ate system are solved by M3D-C1 code [68] based on the
KSTAR experimental data. The stationary state of B0 and αIS

is obtained by the M3D-C1 simulation and taken as the static
background equilibrium for the GTC simulation. The shape of
the island field is shown in figure 2. The left panel illustrates
that the maximum amplitude of αIS is located at the X-points
and the O-points. The right panel presents the Poincare plot
of electron guiding center orbit at the ζ = π plane, with the
X-point situated at the outer mid-plane. The electron motion
is confined to the constant perturbed flux ψ h surfaces, clearly
displaying the (2,1) island structure since the electron guid-
ing center orbit width is very small compared with the MI
size. The helical fluxψ h can be approximately calculated from
ψ h ≈ ψ p0 −ψ t0/2−αISg to represent the perturbed flux sur-
faces near q= 2 surface, where the ψ p0 and ψ t0 are the unper-
turbed poloidal and toroidal flux functions, and g is the pol-
oidal current in the covariant Boozer representation ambient
magnetic field B0 = δ∇ψ p0 + I∇θ+ g∇ζ. We use ψ to stand
for ψp0 in the rest of this paper.

In this work, the simulations are conducted in the plasma
frame, assuming a time scale shorter than the island evolution
time. Consequently, we consider the perturbed (2,1) magnetic
field δBIS as part of the equilibrium field and focus on the elec-
trostatic turbulence and transport. The particle dynamics are
described by the gyrokinetic equation with the parallel sym-
plectic representation of the modern gyrokinetic model. The
distribution function fs of species ‘s’ (ions or electrons) fol-
lows the collisionless gyrokinetic Vlasov equation,

(L0 +LδB+ δL) fs = 0, (1)

where

L0 =
∂

∂t
− µ

ms

B∗
0

B∗
0∥
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∂
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+ v∥
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0

B∗
0∥

·∇

+
µ

ZsB∗
0∥
b0 ×∇B0 ·∇, (2)

LδB =

(
B∗
0∥

B∗
∥
− 1

)
L0 + v∥

δBIS

B∗
∥

·∇− µ

ms

δBIS

B∗
∥

·∇B ∂

∂v∥
,

(3)

δL=
(b0 + δBIS/B0)×∇δϕ̄

B∗
∥

·∇−
1
ms

B0 + δBIS

B∗
∥

·Zs∇δϕ̄
∂

∂v∥

− v∥
∇× (b0 + δBIS/B0) ·∇δϕ̄

B∗
∥

∂

∂v∥
, (4)
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Figure 1. (a) The radial profiles of electron temperature, electron density, ion temperature, and safety factor of KSTAR shot #19118 at
t = 2.95 s. The vertical error bars stand for the measurement error. The RMP has been turned on and the MI has been formed. ni is assumed
to be identical to ne. (b) The temperature fluctuations on the R-Z poloidal plane measured by ECE imaging at t = 2.95 s. The two magenta
curves show the separatrix of MI.

Figure 2. (a) The perturbed magnetic field potential αIS at ζ = π
poloidal plane. (b) The Poincare plot of electron guiding center
orbits at ζ = π poloidal plane. The red solid lines are the constant
ψ h contour that shows the island separatrix. The dashed line stands
for q = 2 surface. The same notations are used for the other figures
as well.

where b0 = B0/B0, B
∗
0 = B0 +msv∥∇× b0/Zs, B∗

0∥ = B∗
0 ·

b0, B∗
∥ = B+

(
msv∥∇× b/Zs

)
·b. ms and Zs denote the

particle mass and charge. δϕ̄ is the gyroaveraged potential
for ions, and we ignore the finite Larmor radius effect for
electrons due to small electron gyroradius (i.e. by using elec-
tron drift kinetic equation). The δfmethod is used in this work
to reduce the numerical noise. The equilibrium distribution is
defined by L0Fs0 = 0, where Fs0 is the neoclassical solution in
the absence of the MI. And δfs is solved from

(L0 +LδB+ δL)δfs =−(LδB+ δL)Fs0, (5)

where we use the local Maxwellian to approximate Fs0 in the
δfs equation. The gyrokinetic Poisson equation is used to close
the system in the electrostatic simulations [69, 70]

Z2i n0i
T0i

(
δϕ − δϕ̃

)
= Ziδn̄i+Zeδne (6)

where δn̄i and δne are the gyroaveraged guiding center dens-
ity of ions and electrons. The detailed derivation of the sim-
ulation model can be seen in [53]. In simulations without
MIs, it is common practice to solve the electron adiabatic
and non-adiabatic responses separately from drift kinetic
equation using an iterative method [71, 72]. However, when
MIs are present, the situation becomes more complex because
electrons move along the perturbed magnetic field lines. In
this case, distinguishing between adiabatic and non-adiabatic
responses requires separating the electrostatic potential per-
turbation (δϕ ) into ‘zonal’ and ‘non-zonal’ components. This
separation is based on whether the local parallel wavenum-
ber (k||) is zero, meaning the parallel derivative along the per-
turbed magnetic field lines is zero. This process is numerically
challenging, as it involves complex field-line-following calcu-
lations. To avoid these complications, we solve δϕ as a whole,
without splitting it into zonal and non-zonal components. As a
result, the electron distribution function δfemust also be solved
in its entirety using the complete drift-kinetic equation, rather
than separating the adiabatic and non-adiabatic components.

In the simulations, we use 260 × 1200 × 29 grid points
in the radial, poloidal and parallel direction to simulate the
region between ψ = 0.012 ψ w and ψ = 0.95 ψ w, where ψ w

is the flux function for last closed flux surface. For each grid
cell, 100 ions and electrons are loaded initially. The modes of
n⩽ 1 and 9⩽ n⩽ 120 are kept in the simulations. The time
step is ∆t= 5.0× 10−4 R0/Cs, where R0 is the major radius
of magnetic axis, and Cs =

√
Te,a/mi is the ion acoustic speed

on magnetic axis.

3. Simulation results

To identify the dominant driftwave instability and to delin-
eate the effect of MI, we first exclude the MI field δBIS

from the self-consistent turbulence simulation and identify
the ITG mode as the dominant instability. The most unstable
eigenmode has n = 75 and m ≈ 165, kθρi ∼ 0.55 with
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Figure 3. Electrostatic potential eϕ/Te on poloidal plane in the (a)
linear and (b) nonlinear stage of the ITG instability without
magnetic island. The color scale for nonlinear potential is shown
under panel (b).

the largest amplitude located at the q = 2.2 surface (see
figure 3). The linear growth rate and frequency are γ = 6.6×
104 s−1 and ω = 3.9× 104 s−1, respectively. In the nonlin-
ear stage, small isotropic eddies form due to the shearing
effects of zonal flows. The turbulence fluctuation spreads
inward and covers the q= 2 region. The averaged heat con-
ductivity between ρt = 0.37 and ρt = 0.71 of ions and elec-
trons in nonlinear stage are χ i ≈ 2.8 m2 s−1, χ e ≈ 2.1m2 s−1,
respectively.

We perform the simulation with MI with two stages, the
Monte-Carlo stage for pressure relaxation (i.e. only n = 1
mode) due to the static MI, and the self-consistent turbulence
simulation (i.e. all n modes). Note that the initial density pro-
file in figure 1 is not flattened within the island region. If we
start the simulation with both MI profile relaxation and self-
consistent turbulence, the long time-scale pressure flattening
effect emerges due to the equilibrium term −v∥ δBIS

B∗
∥
·∇Fs0 in

the RHS of equation (5). Because of the different flattening
of ions and electrons, the non-oscillating charge difference
will be created, and consequently an unphysically large elec-
tric field is artificially created. This problem is solved by first
finding the appropriate initial value of δf using Monte-Carlo
simulation.

3.1. Monte-Carlo simulation

In the Monte-Carlo simulation, δϕ is forced to be 0. We solve
the perturbed ion distribution function from

(L0 +LδB)δfiMC =−LδBFi0, (7)

and ions are redistributed spatially under the effect of δBIS.
Figure 4(a) shows the time evolution of the entropy, defined as
Si = ∫δf2i d

3vd3x, which indicates the deviation from the initial
equilibrium Fi0. The Monte-Carlo ion simulation is stopped
after 0.4 ms when the entropy reaches its maximum value. The
ion profile at the end of the simulation is shown in figure 4. In
theMonte-Carlo stage (from−0.4ms to 0ms), the Si increases
due to flattening effect and eventually reaches a steady value.

Figure 4. (a) The time history of particle entropy. The Monte-Carlo
stage is from t = −0.4 ms to t = 0, and the turbulence stage is from
t = 0 to t = 0.2 ms. (b)–(d) The flattened profiles at t = 0, after the
finish of Monte-Carlo stage. (b) δni on the ζ = π poloidal plane. (c)
Radial ion density profile v.s. ρt, normalized by ne on axis. (d)
Radial ion temperature profile v.s. ρt, normalized by Te on axis. In
(c) and (d) the two curves coincide with each other.

And in the turbulence stage, Si continues to increase with
the perturbed electric field. The turbulence simulation ends
at t= 0.2 ms, before the emergence of numerical instability.
The density and temperature flattening near q = 2 surface can
be observed in figures 4(c) and (d). Here, the profile can be
calculated using the δf or full-f approach and they agree with
each other. Then we take δfiMC as the initial value of both
delta δfi and δfe and start the turbulence simulation by solving
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Figure 5. (a) Time history of ϕ in the simulation with MI at q = 2 surface. ϕ 00 is the zonal component. ϕ 2,1 is the vortex flow component.
ϕ 24,12 is the dominant turbulence fluctuation at q = 2 surface. ϕ 24,12 has been amplified by 20 times in the plot for visibility. (b) Relative
amplitude of harmonics with different poloidal number at t = 0.17 ms.

equation (5). Since the−LδBFi0 termwill be cancelled with the
initial value of LHS in (5), there is no long time-scale evolution
of δfs due to MI and the quasi-neutrality condition is satisfied.

3.2. Turbulence simulation with MI

Figure 5 shows the evolution of electrostatic potential ϕ , and
the relative amplitude of different poloidal mode number at
t = 0.17 ms. Due to the large perturbation from the Monte-
Carlo simulation, a large particle noise in ϕ 00 and ϕ 2,1 is cre-
ated at the beginning of turbulence simulation (but decreases
rapidly), and the simulation soon enters the nonlinear stage.
The evolution of ϕ is dominated by the zonal component ϕ 00

and the vortex flow ϕ 2,1. These two components are linearly
coupled through the (2,1) magnetic field of the MI, and oscil-
late at a frequency ω = 1.7 Cs/R0, which is slightly lower
than the theoretical GAM frequencyωGAM ≈ 2.1 Cs/R0. From
figure 5(b), we can see the dominant harmonic of turbulence at
q= 2 surface ism= 24, n= 12, and the time history of ϕ 24,12

in figure 5(a) shows amuch slower oscillation than ITGmodes
in the case without MI and a much lower amplitude compared
to the vortex flow. Further analysis shows the oscillations of
the real and imaginary parts of ϕ 2,1 are in phase, which means
that the vortexmode is a standing wave, with antinodes located
at the X-points and O-points of the islands.

The time history of volume averaged particle and heat
fluxes is plotted in figure 6. The particle flux is calculated
by Γs = ∫d3v vrδfs, and the heat flux is calculated by Qs =
∫d3v

(
1
2mv

2 − 3
2Ts
)
vrδfs/n0s, where vr is the radialE×B velo-

city, and n0s is the equilibrium density for species ‘s’. In
figure 6 the volume average is taken between ρt = 0.35 and
ρt = 0.72 for all cases. An additional simulation with α ′

IS =
αIS/2 was conducted to examine the effect of island size on
transport. We refer to the simulation with standard αIS as
the ‘large island case’ and the one with α ′

IS as the ‘small
island case’. The transport is clearly modulated by the vor-
tex mode frequency, which is close to the GAM frequency.
However, the oscillation is less significant in the small island
case due to the weaker vortex mode and smaller island size.
In the simulation without island,Qi andQe show a clear linear

Figure 6. The time history of ion heat flux Qi (panel (a)), electron
heat flux (panel (b)), and particle flux Γ (panel (c)). Here we use
Γ≡ (Γi+Γe)/2 to show the averaging ion and electron particle
flux, which should be ambipolar but with some small noises. The
vertical dashed line in the three panels corresponds to t = 0.17 ms,
when the snapshots of the turbulence are taken for latter analysis. Q
and Γ are normalized by DBTe0/a and DBne0/a, respectively.
DB = Te0/eB0 is the Bohm unit. ne0 and Te0 stand for the electron
density and temperature on axis. a is the minor radius at plasma
wall.

growth and nonlinear saturation stage. In contrast, in the simu-
lations with islands, the transport level continuously oscillates
and increases without a linear growth phase. When the GAM
and vortex mode oscillations damp to the residual level, the
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transport also reaches a steady value. The MI enhances Qi and
Qe by a factor of 3. Although the oscillation amplitude and
the rate of increase of heat transport over time are smaller in
the small island case compared to the large island case, the
final steady transport level is similar for both cases. The tem-
poral evolution of particle fluxΓ in figure 6(c) is similar to heat
flux. But importantly, it shows the enhancement of Γ by MI,
which is consistent with the density pump-out result in RMP
experiments. We note that the two simulations here with dif-
ferent island sizes do not systematically address the island size
effect using the realistic geometry of the KSTAR tokamak. A
systematic study on island size effect on zonal flows and turbu-
lent transport using a simple tokamak geometry can be found
in [59], in which a critical island size for turbulence transport
enhancement is found. In the future study we will find KSTAR
experiments with more comprehensive measurements of the
island size and compare the transport with difference island
sizes to the GTC simulations.

3.3. Turbulence regulation by zonal flows and vortex flows

The instantaneous Er shearing rate of zonal flows can be calcu-
lated as ωs = ∂2ϕ 00/∂ψ

2 ×R2
0B

2
θ/B0, which assumes turbu-

lence eddies are isotropic in radial and poloidal direction. The
Er shearing rate averaged over unperturbed flux surfaces from
simulations with and without MI are presented in figures 7(a)
and (b) as functions of time and radial location. The zonal flow
shearing rate has barriers at the island separatrix, particularly
at the outer one. Within the island region (0.42< ρt < 0.65),
ωs shows minimal radial dependence and it exhibits damp-
ing while oscillating at the GAM frequency. The damping
is also observed in the ϕ 2,1 vortex mode in figure 5. The
zonal flow shearing rate within the island region eventually
reaches a residual level |ω|s ≈ 1.6× 105 s−1 which is signific-
antly lower compared to the no-island case, where |ω|s,nois ≈
1.5× 106 s−1. However, it is important to note that the effect-
ive shearing rate in the no-island case can be reduced due to
the finite oscillation frequency ofωs [73]. The relation between
zonal flow shearing rate and transport can be seen in figure 8.
The transport is lower where the shearing rate is large in both
cases. And the MI has an enhancement for particle and heat
flux at all radial locations. From figure 7(a) or 8(b) we see
some asymmetry of zonal flow shear at inner and outer sep-
aratrices, which may result from different turbulence drive and
zonal flow damping at these two locations. It is worth noting
that the radial asymmetry for flow shear is also found in some
experiments [16, 19].

To further examine effect of MI on the transport spatial
structures, we plot the radial and toroidal variance of particle
and heat transport in figure 9. When t = 0.171 ms, the vor-
tex flow damps to a residual level and the transport reaches a
steady level. In the first row, the first column indicates that Qi

and Qe in the large island case exhibit a clear toroidal angle
dependence. The radial dependence ofQ and Γ near outer mid
plane (θ = 0) are plotted in the next three columns, where we
see the clear transport concentration at X-point, and the trans-
port suppression at O-point. We should note that the toroidal
dependence is not only due to the difference between O-point

Figure 7. Zonal flow shearing rate ωs as function of simulation time
and radial location. The unit of ωs is 1/s. (a)With MI. (b)Without
MI. The horizontal dashed line shows the q = 2 surface.

Figure 8. Time averaged radial profile of particle flux, heat flux,
and zonal flow shearing rate ωs. Time window is [0.16,0.20] ms for
case with MI, and [0.14,0.17] ms for case without MI. Q and Γ have
the same normalization with figure 6. The linear growth rate of ITG
without island (γ = 6.6× 104 s−1) is shown as the horizontal black
dash line in panel (b). The gray shaded area shows the island region
near O-points. The vertical dashed line shows the q = 2 surface.

and X-point, but also due to the difference of X-points at ζ = 0
and ζ = π . In the small island case (second row of figure 9),
the toroidal variance of transport is less clear. Although the
transport is suppressed in the island region near O-point, the
strong transport level is found at smaller ρt. Besides, the trans-
port level near the X-points at ζ = 0 and ζ = π is similar.
Thus, the differences between poloidal planes at different ζ
angles are reduced.

Interplays between vortex flows and turbulence are illus-
trated in figure 10, which shows the snapshots of vortex flow
ϕ (n= 1) and turbulence component of potentialϕ(n> 1) and
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Figure 9. Qi, Qe, and Γ = (Γi+Γe)/2 when t = 0.171 ms (labeled time step in figure 6). The two rows correspond to the large island case
and the small island case, respectively. (First column) Poloidal plane averaged Qi and Qe at different ζ angle, the radial averaging is taken
between ρt = 0.42 and ρt = 0.65 for large island case, and between ρt = 0.45 and ρt = 0.62 for small island case. Γ has a similar toroidal
variance as Q and not shown in the first column. (Second, third, and fourth column) Qi,Qe, and Γ averaged between θ ∈ [−π/8, π /8],
when ζ = 0 (Near O-point) or ζ = π (Near X-point). Shown as a function of ρt. Shaded area shows the island region near O-points, and the
vertical dashed line shows q = 2 surface. Q and Γ are normalized by DBTe0/a and DBn0e/a, respectively.

Figure 10. The electrostatic potential and heat flux at t = 0.17 ms. (a) and (e) ϕ (n= 1) component at ζ = 0 and ζ = π . (b) and (f)
turbulence component of ϕ at ζ = 0 and ζ = π , ϕ (n> 1) = ϕ −ϕ 00 −ϕ (n= 1). (c) and (g) ion heat flux Qi at ζ = 0 and ζ = π . (d) and
(h) Electron heat flux at ζ = 0 and ζ = π . The potential is normalized by Te0/e, and the Q is normalized by DBTe0/a.

radial heat flux Qi and Qe during the turbulence simulation
when t= 0.17 ms. ϕ (n= 1) simply rotates along the field line
and the structure does not depend on ζ angle, while the dif-
ferent effect of MI at different toroidal angles is observed for

turbulence fluctuation and associated transport. At ζ = 0, the
O-point is located at mid-plane, and the potential fluctuation
is maximum near the inner separatrix at the outer mid-plane
(θ = 0). The heat flux is mainly along the separatrix, especially

8
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Figure 11. Qi on different flux surfaces when t = 0.17 ms. (a) ρt = 0.42 (near inner separatrix) (b) ρt = 0.55 (q = 2 surface) (c) ρt = 0.65
(near outer separatrix). Qi is normalized by DBTe0/a. The poloidal planes at ζ = 0 and ζ = π are shown in panel (a). The torus from ζ = 0
to ζ = 7/4 π is shown in (b) and (c). The two X-points at ζ = 0 are labeled in panel (b).

at the region near X-points. This observation shows the effect
from the vortex flow shear, which is qualitatively the same as
the results in the analytical concentric circular geometry [53,
54]. Compared to the analytical geometry, the simulations in
KSTAR geometry show smaller eddy size, and at ζ = 0 pol-
oidal plane, the turbulence fluctuation of ϕ near X-points is
not strong since it is not in the bad curvature region. At ζ = π ,
the maximum values of potential fluctuation and the heat flux
are found near the X-point at θ = 0. Compared with the pol-
oidal structure of ϕ at earlier time points (not shown here) in
the simulation, the turbulence spreading into the island region
through X-point can be clearly observed near the X-point at
θ = 0. Compared to the ζ = 0 plane, the turbulence amplitude
is larger near this X-point, since the ITG turbulence drive is
stronger at outer mid-plane (see figure 3(b)). Consequently,
the turbulent transport across q = 2 surface is also stronger
at ζ = π than ζ = 0. This observation is consistent with the
1-dimensional analysis in figure 9.

The vortex flow effect on the transport can also be clearly
seen from a 3D plot in figure 11. Three flux surfaces are selec-
ted with q = 1.69, q = 2, and q = 2.33, and Qi are plotted on
these surfaces. Here, the q= 1.69 and q= 2.33 surfaces are
selected to be tangent to the inner and outer separatrix, respect-
ively. In figures 11(a) and (c), the θ value corresponding to the
maximum Qi at q= 1.69 and q= 2.33 surfaces varies toroid-
ally, matching the phase of island, but the poloidally averaged
amplitude of Qi does not depend on the toroidal angle signi-
ficantly. In figure 11(b), the maximum region for Qi at q= 2

appears only near ζ = π and θ = 0, which is in consistency
with the toroidal varying Q in figure 10. This again shows the
transport is easier to cross the q= 2 surface near ζ = π . Thus,
the toroidal variance of the fluctuation and transport property
is created in a tokamak with MIs.

3.4. Comparison with experiments

The ion and electron density fluctuations at the ζ = π pol-
oidal plane are shown in figure 12. The similarity in dens-
ities between the two species demonstrates the maintenance
of quasi-neutrality condition during the simulation. We meas-
ured the density fluctuation level at q = 2 surface, defined
by δñ= δn− δn00 − δn2,1, and found the fluctuation is sup-
pressed at the O-points. This fluctuation regulation effect from
the MI is consistent with previous observations in TEXT [67]
and DIII-D [66] experiments. Additionally, we show the two
X-points are not equivalent, and the fluctuation is only max-
imum when θ = 0.

Figure 13 compares the frequency spectrum of the turbu-
lence between KSTAR experiments and GTC simulations. In
the KSTAR discharge #19115 with RMP suppressing ELM,
the turbulence fluctuation frequency near the X-point was
measured using Microwave Imaging Reflectometry (MIR)
[74, 75]. The experimental conditions are similar to those in
the simulated discharge #19118 [64, 65]. In the KSTAR exper-
iments, the MIR channels are placed at outer mid-plane near
R= 2 m. In an experiment with rotating RMP, the X-point and
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Figure 12. The density fluctuations on the ζ = π poloidal plane of
ions (a) and electrons (b) when t = 0.17 ms. (c) The density
fluctuations at q = 2 surface dependence on poloidal angle. Density
is normalized to the electron density on magnetic axis.

Figure 13. Comparison of turbulence frequency spectrum between
MIR measurement of KSTAR discharge #19115 and GTC
simulation. Dashed lines are from simulation (labeled as ‘GTC’)
and solid lines are from MIR data (labeled as ‘MIR’). The red line
has been shifted horizontally to match the rotation frequency of the
orange line (rotation frequency). Both the blue line and red line have
been shifted vertically to match the peaked amplitude with the MIR
measurement.

O-point will be seen byMIR sequentially at θ = 0. In this sim-
ulated case, the RMP is not rotating. If we define the toroidal
angle of X-point with θ = 0 as ζ = π , then the MIR and ECEI
measurements are located at ζ = 9π/8 and ζ = 7π/8, respect-
ively. The X-points that have the same toroidal location with

Table 1. Comparison of the spectrum width in figure 13.

With MI Without MI

MIR spectrum width (kHz) 99.6 19.2
GTC spectrum width (kHz) 99.3 25.2

ECEI are located at θ ≈−π/4 and θ ≈ 3π/4 (see figure 1(b)).
The X-points that have the same toroidal location with MIR
are located at θ ≈ π/4 and θ ≈ 5π/4. TheMIRmeasurements
were recorded at two time points: t = 2.8 s (before RMP and
mode locking), labeled as ‘MIR w/o island’, and t = 3.05 s
(after RMP, with mode locking) labeled as ‘MIR w/ island’.
The corresponding frequency spectrum fromGTC simulations
is obtained by conducting the Fourier transformation to the
dominant turbulence harmonics. In figure 13, the blue line rep-
resents the GTC simulation with the island, and the red line
represents the simulation without the island. Prior to the RMP
(orange line), a peak frequency at 150 kHz corresponds to the
toroidal rotation frequency. After the formation of the MI, the
mode becomes locked, and the peak frequency drops to 0. The
GTC simulation for the no-island case is performed in a rotat-
ing frame, and the red line in figure 13 is horizontally shif-
ted by the toroidal rotation frequency for better visibility. A
reduction of the width of the spectrum is observed in both
experiments and simulations. The standard deviation of the
frequency spectrum, which quantifies the width, was calcu-
lated and shows consistency between the experiments and sim-
ulations, as listed in table 1. Note that GTC simulations exhibit
a high-frequency tail, especially for the casewith island, which
is likely caused by numerical noise and the finite simulation
time. Therefore, the frequency range was restricted in the cal-
culation of the standard deviation: from−100 kHz to 100 kHz
for the ‘with island’ case, and from −200 kHz to 500 kHz for
the ‘no island’ case. It is worth noting that the MI effect on
both the spectrum shape and the width agrees quantitatively
between simulations and experiments, which is reported for
the first time.

In addition, we have compared the perpendicular wavenum-
ber k⊥ spectrum between GTC simulation of #19118 andMIR
measurement of #19115 in figure 14. The results from sim-
ulation and experiment agree well. In the case without MI,
the turbulence is driven by ITG instability and the k⊥ρi spec-
trum goes through a reverse cascading process in the non-
linear stage and eventually peaked at k⊥ρi ≈ 0.25. While in
the case with MI, the amplitude of the vortex mode is larger
than the ITG turbulence, and the k⊥ is dominated by the kr
of the vortex mode, which can be estimated from the island
width, krρi ∼ ρi2π/wis = 0.11. Thus the k⊥ρi spectrum with
island is much narrower. The harmonics with n ∈ [2, 9] in the
simulations are not included for better numerical properties.
This operation can be regarded as a numerical damping around
k⊥ρi ∼ 0.15 and makes the peak for the blue dashed line in
figure 14 around k⊥ρi ≈ 0.2. Note that the dominance of vor-
tex mode does not directly introduce the transport enhance-
ment. The spatial structure of Qi and Qe in figure 10 indicates
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Figure 14. Comparison of k⊥ρi spectrum between MIR
measurement of KSTAR discharge #19115 and GTC simulation.
Dashed lines are from simulation (labeled as ‘GTC’) and solid lines
are from MIR data (labeled as ‘MIR’).

that the transport is mainly driven by turbulence, which is reg-
ulated by the zonal flow and vortex flow with the presence of
MIs.

4. Summary

In this study, we have applied the gyrokinetic approach to
investigate the effects of MIs on ITG turbulent transport in the
KSTAR tokamak. By utilizing a separated Monte-Carlo stage
and a self-consistent turbulence simulation stage, we achieved
a flattened profile whilemaintaining quasi-neutrality in the tur-
bulence simulation. We observed the generation of the m = 2,
n = 1 vortex flow from the coupling between GAM and the
static MI field. In the presence of MIs, the turbulence potential
oscillates at a lower frequency than the ITG frequency in the
case without island. MIs enhance the particle and heat trans-
port in both ion and electron channels, which is further modu-
lated by vortex flows and oscillates at the GAM frequency.
Zonal flows are predominantly generated outside the island
region, with a significant flow shear near the island separatrix.
Under the effect of zonal flows and vortex flows, the trans-
port is redistributed spatially. On a poloidal plane, the radial
heat transport is concentrated along the island separatrix but
also penetrates in the island region via the X-points. Transport
along the island separatrix shows toroidal dependence dur-
ing the vortex flow oscillation. When the vortex flow damps,
transport at q= 2 surface is more intense at ζ = π than ζ = 0,
where one of the X-points is located at the outer-mid plane
(bad curvature region). These findings suggest that the con-
finement can be improved more efficiently by suppressing the
transport near q= 2 and ζ = π . For the first time, the quant-
itative agreement between simulations and experiments have
been shown on the MI impact on frequency and perpendicu-
lar wavenumber spectrum. In the current work, we found the
heat transport driven by ITG turbulence is much larger than
the particle transport within the island region, which is not
consistent with the measurement near the edge. Besides, we

only include the m = 2, n = 1 resonant component of δB.
In the future work, we will compare the impact on transport
from resonant and non-resonant components. We will include
the plasma boundary region to compare the particle transport
driven by turbulence and the density pump-out measurement.
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