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Abstract
Linear and nonlinear effects of the equilibrium radial electric field on the ion temperature
gradient (ITG) instability in the scrape-off layer (SOL) of a field-reversed configuration have
been studied using gyrokinetic particle simulations for a single toroidal mode. Linear
simulations with adiabatic electrons find that the E×B flow shear reduces the growth rate and
causes a radial tilting of the mode structure on the toroidal plane. Nonlinear simulations find
that the E×B flow shear significantly decreases ITG saturation amplitude and ion heat transport
in the SOL by reducing both turbulence intensity and eddy size. The turbulence intensity is
determined by fluid eddy rotation, which is the dominant saturation mechanism for the SOL
ITG instability with a single toroidal mode number. On the other hand, parallel wave-particle
decorrelation is the dominant mechanism for the SOL ITG turbulent transport. A random walk
model using the guiding center radial excursion as the characteristic length scale and the eddy
turnover time as the characteristic time scale fits very well to the scaling of ion heat conductivity
with the E×B flow shear.
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1. Introduction

A field-reversed configuration (FRC) is an elongated prolate
compact toroid with purely poloidal magnetic field. It consists
of two regions with different topologies: an inner core region
with closed field lines and an outer scrape-off layer (SOL)
with open field lines [1]. The FRC draws research interests
because of its engineering advantages as a fusion reactor.

∗
Author to whom any correspondence should be addressed.

Recent progress at the TAE Technologies, Inc. has demon-
strated a robust formation and sustainment of the FRC plasmas
for tens of milliseconds [2–4]. The confinement of the FRC
plasmas is now in a turbulent transport-limited regime thanks
to the suppression of major macroscopic instabilities [1, 4].
Therefore, understanding the turbulent transport mechanism
in FRC can be important for improving the plasma confine-
ment to fusion-relevant regime.

The macroscopic wobble and rotational instabilities in
these FRC experiments are suppressed by a combination of
edge biasing, plasma gun, and neutral beam injection (NBI)
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[5]. The resulted energetic ion population by NBI helps to sta-
bilize the system because of its large ion finite Larmor radius
(FLR) effects [6], a benefit that is usually absent in tokamaks.
Meanwhile, microscopic drift-wave turbulence on the scale of
thermal ion gyroradius is often suppressed in the FRC core,
but ion-to-electron scale drift-wave turbulence in the SOL has
been observed from the experiments [7].

Our previous linear local simulations using the gyrokinetic
toroidal code (GTC) [8] shows that the suppression of ion-
scale drift-waves in the FRC core can be due to large FLR,
magnetic well geometry (magnetic pressure gradient and kin-
etic pressure gradient are in opposite direction), and short elec-
tron transit length (short–circuit effect), leaving only electron
scale fluctuations in the core [7, 9–11]. The SOL region, on
the other hand, does not have those advantages, and thus both
electron and ion scale drift-waves can be unstable in the SOL
with critical pressure gradient comparable to the experiment-
ally measured threshold [11]. Subsequent nonlinear simula-
tions using the global particle code ANC [12] find that linear
drift-wave instabilities first grow in the SOL, then turbulence
nonlinearly spreads from SOL to core, resulting in a toroidal
wavenumber spectrum consistent with the experimental meas-
urements [13, 14]. The induced transport in the FRC core is
also shown to be quite different from tokamaks in these sim-
ulations. An upgrade code of GTC developed for global FRC
simulations, GTC-X, finds that linear ion temperature gradi-
ent modes (ITG) in the SOL are globally connected and axi-
ally varying across central FRC region, mirror throat area, and
formation exit area [15].

The edge biasing plasma gun and NBI can generate an
inward equilibrium radial electric field penetrating through the
edge layer and counterbalancing the usual FRC spin-up. Since
the ion scale drift-waves only grow in the SOL region, it is
natural to use such capabilities as an effective tool for act-
ive control and reduction of turbulent transport in the FRC
[4, 5, 7]. In fact, the equilibrium E×B sheared flows in toka-
mak have been shown to effectively suppress drift-wave tur-
bulence by reducing linear growth rate, nonlinear eddy size,
fluctuation intensity, and turbulent transport [16–19]. This
motivates our research using gyrokinetic simulations to under-
stand the effects of equilibrium E×B sheared flow on the tur-
bulent transport in the FRC SOL.

The effects of shear flows have been extensively studied
for tokamaks both analytically and numerically. Early paper
by Biglari, Diamond and Terry [16] suggests that turbulence
can be suppressed when the E×B shearing rate becomes com-
parable to the turbulence decorrelation rate. Hahm and Burrell
[17] calculates the E×B shearing rate for fluctuation suppres-
sion in the toroidal geometry. Connor et al [20] show that the
strong sheared rotation cancels effect of toroidal curvature and
thus reduces the radial mode width [21]. Waltz et al verify
in numerical simulations the turbulence quench rule requir-
ing the critical E×B shearing rate to exceed the maximum
of instability growth rates [22]. More recent numerical sim-
ulations demonstrate the mode tilting effects associated with
sheared flows [23, 24]. Zonal flow is another important con-
tribution to the E×B sheared flow effects in tokamaks. Lin
et al show in global gyrokinetic simulation that zonal flow

generated by the turbulence substantially reduced the simu-
lated transport [8]. The zonal flow is shown to be generated by
the modulational instability [25, 26].

Despite the difference of magnetic field geometry between
FRC and tokamaks, we see similar suppression effect of
microturbulence by sheared equilibrium flows. We show that
for the 2D turbulence with a single toroidal mode, the equilib-
riumflow shear effectively reduces the linear growth rate of the
ITG in the FRC SOL.We also elucidate the mechanism of heat
transport through the fluid eddy rotation and kinetic parallel
decorrelation. This work provides insights for understanding
the effects of biasing electric field in FRC experiments.

In this work, we extend the GTC-X code for simulations
with equilibrium radial electric fields for a single toroidal
mode. We study linear and nonlinear effects of E×B sheared
flows on the ITG instability in the FRC SOL. Linear simula-
tions with adiabatic electrons find that the E×B flow shear
reduces the growth rate and causes a radial tilting of the mode
structure on the toroidal plane. Maximal growth rate with an
un-tilted mode structure occurs when the radial shear of the
Doppler-shifted local mode frequency is zero. Nonlinear sim-
ulations find that the E×B flow shear significantly decreases
ITG saturation amplitude and ion heat transport in the SOL
by reducing both turbulence intensity and eddy size. In the
absence of self-generated zonal flows, fluid eddy rotation is
the dominant saturation mechanism for the SOL ITG instabil-
ity with a single toroidal mode number, and it determines
the nonlinear saturation amplitude. On the other hand, par-
allel wave-particle decorrelation [27] is the dominant mech-
anism for the SOL ITG turbulent transport, a physics insight
enabling the construction of a random walk model using guid-
ing center radial excursion as the characteristic length scale
and eddy turnover time as the characteristic time scale. Finally,
our simulation results suggest that maximizing the radial shear
of the Doppler-shifted local mode frequency can effectively
suppress the ITG instability and associated transport in the
FRC SOL.

The rest of the paper is organized as follows. In section 2,
we formulate the gyrokinetic simulation model with equi-
librium radial electric field and construct an improved gyro-
averaging procedure for a single-toroidal-mode simulation in
FRC.We verify this simulationmodel for an equilibrium radial
electric field with a rigid rotation in section 3. In section 4,
we discuss linear simulation results for the effects of E×B
sheared flows on the single-toroidal-mode ITG instability. We
present the nonlinear simulation results for the effects of E×B
sheared flows on the single-toroidal-mode ITG turbulence and
ion transport in section 5. Section 6 is a summary of the sim-
ulation results and a plan for the future work.

2. Formulation of gyrokinetic simulation model with
radial electric field

2.1. Gyrokinetic simulation model

The gyrokinetic formulation holds true when we focus on
plasma instabilities with a frequency much smaller than
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cyclotron frequency and a gyroradius much smaller than the
machine size. Because the gyroradius is relatively large in the
FRC core and near the null points of magnetic field in FRC, a
fully kinetic approach should be considered for these regions.
However, the gyrokinetic assumptions can still be valid in the
SOL, since the gyroradius becomes small due to the drastic
temperature drop in the edge. Although we may expect a high
β (ratio of kinetic pressure to magnetic pressure) value near
the FRC core, a typical β in the SOL could be around 0.01
in our simulation. Therefore, when we study the ITG instabil-
ity in the SOL, the electrostatic gyrokinetic equation can still
be used to evolve the ion distribution thanks to its efficiency
to capture the low frequency instabilities [28]. By averaging
over the fast gyromotion, the long-time-scale ion dynamics
can be studied in a reduced five-dimensional phase space(
R,v∥,µ

)
,

Lf
(
R,v∥,µ, t

)
=

(
∂

∂t
+ Ṙ ·∇+ v̇∥

∂

∂v∥

)
f
(
R,v∥,µ, t

)
= 0,

(1)

where
.
R= v∥b+ vE+ vd, vE =

cb×∇δϕ
B∗
∥

,vd =
cmiv

2
∥

ZiB∗
∥
b×

(b ·∇b)+ cµ
ZiB∗

∥
b×∇B, v̇∥ =− B∗

miB∗
∥
· (Zi∇⟨δϕ⟩+µ∇B).

Here, b= B
B is the unit vector of the equilibrium magnetic

fieldB,B∗ = B+
Bv∥
Ωi

∇× b,B∗
∥ = b ·B∗, and v∥ is the parallel

velocity along magnetic field line. The guiding center position
R can be expressed by particle position x and its gyroradius
ρ, i.e. R= x−ρ= x− b×v⊥

Ωi
, where Ωi =

ZiB
mic

is ion cyclotron
frequency, Zi andmi are the ion charge and mass, respectively.
The particle perpendicular velocity is v⊥ with a magnitude of

v⊥ =
√

2µB
mi

with µ being the magnetic moment. The gyro-

phase α is averaged out when deriving equation (1) [28]. The
perturbed electrostatic potential δϕ is gyro–averaged through
the operator ⟨δϕ⟩=

´
dα
2π

´
dx(δϕ)δ (x−R− ρ).

In order to reduce the particle noise, the perturbative δf
method is used [29–32]. The distribution function is divided
into an equilibrium part and a time-varying perturbation part,
f= f0

(
R,v∥,µ

)
+ δf

(
R,v∥,µ, t

)
. The equilibrium satisfies the

zeroth order equation

L0 f0 = 0. (2)

Here, we also separate the Lagrangian operator into equi-
librium and perturbation parts, L= L0 + δL, where L0 =
∂
∂t +

(
v∥b+ vd

)
·∇− B∗

miB∗
∥
·µ∇B ∂

∂v∥
and δL= vE ·∇− B∗

miB∗
∥
·

( Zi∇⟨δϕ⟩) ∂
∂v∥

. It can be proven that for FRC geometry,

f0 = n0
(

mi
2πT0

)3/2
exp

[
−miv

2
∥+2µB

2T0

]
is the exact solution for

equation (2), with n0 and T0 as a function of magnetic flux ψ.
By subtracting equation (2) from equation (1), we can obtain
the perturbation equation

Lδf=−δLf0. (3)

By defining w= δf
f , we can then derive the nonlinear weight

equation [30]

dw
dt

=−1
f
δLf0

= (1−w)

{
−vE ·

∇f0
f0

∣∣∣∣
v⊥

−
Ziv∥b ·∇⟨δϕ⟩

T0

− Zi
T0

[
µb×∇B0

miΩi
+
v2∥
Ωi
b× (b ·∇b)

]
·∇⟨δϕ⟩

}
(4)

where we replace ∇f0|µ by noticing ∇f0|v⊥ = ∇f0|µ+
µ∇B
T0

f0. Using δf solved from equation (4), we can compute
the perturbed ion guiding center density

⟨δn⟩(x, t) =
ˆ

B
mi

dv∥dµ
ˆ

dα
ˆ

dR δf
(
R,v∥,µ, t

)
× δ (R+ ρ− x) . (5)

Then, using the gyrokinetic Poisson’s equation [33], we can
calculate the perturbed electrostatic potential

Z2i n0
T0

(
δϕ− δ̃ϕ

)
= Zi⟨δn⟩− eδne. (6)

The left hand side of equation (6) is ion polarization density
with the double gyro-phase-averaged term defined as

δ̃ϕ(x, t) =
1
n0

ˆ
B
mi

dv∥dµ
ˆ

dα
ˆ

dR f0
(
R,v∥,µ, t

)
×⟨δϕ⟩δ (R+ ρ− x) . (7)

In this work, we assume a simple adiabatic response for elec-
trons, i.e. δne = ne0

eδϕ
Te0

, and Padé approximation is used to

compute δ̃ϕ [15, 34].

2.2. Equilibrium radial electric field

In this section, we provide a simple formulation for incor-
porating equilibrium radial electric field Er, where r repres-
ents minor radius in the FRC geometry. To add the equi-
librium radial electric field into our formulation, the electric
field should be generalized to include an equilibrium part, i.e.
ϕ= δϕ+ϕeq, where the equilibrium electrostatic potentialϕeq
is a function of poloidal flux ψ only. The gyrokinetic equation
becomes,

Lf=
∂f
∂t

+
(
v∥b+ vE+ veq + vd

)
·∇f

−

[
B∗

miB∗
∥
· ( Zi∇⟨δϕ⟩+Zi∇ϕeq +µ∇B)

]
∂f
∂v∥

= 0.

(8)

Here, the equilibrium quantities like ϕeq are not gyro-
averaged, because we assume that the length scale of such
equilibrium changes is much larger than the gyroradius, i.e.
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ρ/R0 ≈ 0.035, where R0 is the major radius of the magnetic
axis. Notice that in the ideal FRC, we have the relations,

BR =− 1
R
∂ψ

∂Z
, BZ =

1
R
∂ψ

∂R
, Bζ = 0 (9)

where (R, ζ,Z) is the cylindrical coordinates of the guiding
center with Z pointing in axial direction. The two equilibrium
terms related toϕeq in equation (8) are veq =

cb×∇ϕeq

B = R dϕeq

dψ ζ̂

and B∗

miB∗
∥
· ( Zi∇ϕeq) = 0, since ∇× b is in the ζ-direction.

Eventually, the only modification is to add an extra term in
equilibrium L0, i.e.,

L0 =
∂

∂t
+
(
v∥b+ veq + vd

)
·∇− B∗

miB∗
∥
·µ∇B ∂

∂v∥
. (10)

Notice that even after including Er term, the local Maxwellian
f0 we obtained for equation (2) is still an exact solution for this
new formulation since ϕeq is a function of ψ only.

The above derivation is only valid for a weak Er field, i.e.
when veq is much smaller than the ion thermal speed. A more
rigorous derivation with strong E×B drift up to thermal velo-
city has been discussed for the tokamak geometry [35–37].
Comparing to the general formulation discussed in the toka-
mak case, we can see the ∇× veq and ∇

(
v2eq

)
terms are

dropped out in our formulation for a weak E×B drift. In
the future work, the more rigorous formulation for Er effects
should be taken into account for stronger E×B drift.

2.3. Gyro-averaging procedure for a single toroidal mode

To accurately include the FLR effects, a numerical method
of gyro-averaging is developed for a single toroidal mode
with a perpendicular wavelength on the order of gyroradius.
The standard method of the four-point averaging [33] is not
efficient for the FRC geometry due to the toroidal domain-
decomposition in the GTC-X parallelization. In the previ-
ous GTC-X simulations, the gyro-averaging is implemented
by multiplying perturbed quantities with a Bessel function
assuming that the perpendicular wavevector is dominated by
the toroidal component. To include radial component of the
wavevector, the gyro-averaging procedure is upgraded in this
section by combining the Bessel function for the toroidal
wavevector and a radial gyro-averaging, which only involves
perturbed quantities on a single toroidal plane. By doing so, we
can avoid the data transfer between different toroidal domains
during parallel computation. In the future, we will extend this
method into multiple-toroidal-mode simulation. A straightfor-
ward way is to apply such single-mode procedure for each tor-
oidal mode.

GTC-X uses the cylindrical coordinates (R, ζ, Z) to
describe the particle dynamics and the field quantities in
the global FRC geometry. For the gyro-averaging proced-
ure, we define a local Cartesian coordinate system (x, y, z)
with the origin at the guiding center position. We can choose
the z-direction parallel to the magnetic field direction, the y-
direction in the toroidal ζ-direction, and the x-direction in the
direction perpendicular to the flux surface (i.e. in the radial R-
direction if the guiding center position is at Z= 0). A charged

Figure 1. A sketch for cyclotron orbit (dashed circle) in a local
Cartesian coordinates (x,y) for the new gyro-averaging procedure.
The gyro-averaged value ⟨ϕ⟩ at the guiding center position (0,0) is
the average of ϕn (x)J0 (kyρ) at the two points marked with ‘x’, each
of which is equivalent to the average of ϕ at the two points
connected by the vertical dashed lined and marked with ‘+’.

particle with a gyroradius ρ= v⊥/Ωi has a cyclotron orbit
close to a circle of (x, y) = (ρcosα,ρsinα) with a gyrophase
α. A sketch of the gyromotion on the (x, y) plane at z= 0 is
given in figure 1.

For a single toroidal mode number n= Rkζ , the per-
turbed electrostatic potential on the gyromotion plane
of z= 0 can be expressed as ϕ(x,y) = ϕn (x)eikyy, where
ky = kζ in the local Cartesian coordinates. The gyro-
averaged potential at the guiding center position is ⟨ϕ⟩ =

⟨ϕ(x = ρcosα,y= ρsinα)⟩= 1
2π

2π́

0
dα ϕn (ρcosα)eikyρ sinα.

In previous simulations [15], radial variations of the
potential are neglected in the gyro-averaging so ⟨ϕ⟩=
J0 (kyρ)ϕn (x= 0). Since the radial direction is not a symmet-
ric direction, GTC-X does not use the spectral representation
in the radial direction. So, the gyro-averaging cannot use the
Bessel function with a radial wavevector.

To take into account the radial variations over the scale
length on the order of the gyroradius, we can construct a new
gyro-averaging procedure combining the toroidal averaging
with J0 (kyρ) and a two-point radial averaging with a distance
∆x on both sides of the guiding center position:

⟨ϕ⟩= 1
2
J0 (kyρ) [ϕn (∆x)+ϕn (−∆x)] . (11)

The distance ∆x is determined by making equation (11) as
close as possible to the true gyro-averaged value. For the pur-
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pose of finding the optimal value of∆x, we assume the radial
variations as ϕn (x) = Φneikxx. Then

⟨ϕ⟩= 1
2
J0 (kyρ)Φn

[
eikx∆x+ e−ikx∆x

]
=ΦnJ0 (kyρ)

[
J0
(√

2kx∆x
)
+O(J4)

]
(12)

where O(J4) represents terms on the order of J4. If we choose
∆x= ρ/

√
2, the gyro-averaged potential becomes:

⟨ϕ⟩=ΦnJ0 (kyρ) [J0 (kxρ)+O(J4)] = ΦnJ0 (k⊥ρ) [1+O(J4)]
(13)

where k2⊥ = k2x + k2y . Therefore, the deviation from the true
gyro-averaged value ⟨ϕ⟩= ϕnJ0 (k⊥ρ) is on the order of J4,
which is small for k⊥ρ⩽ 2 [33]. This procedure of radial gyro-
averaging can be applicable for simulations with multiple tor-
oidal mode numbers in the future.

We now show that this new gyro-averaging procedure is
equivalent to the standard four-point gyro-averaging. Similar
to the radial averaging, a two-point toroidal averaging with
∆y= ρ/

√
2 gives:

1
2
[ϕ(±∆x,∆y)+ϕ(±∆x,−∆y)]

= ϕn (±∆x) [J0 (kyρ)+O(J4)] . (14)

So each of the potentials J0 (kyρ)ϕn (±∆x) in equation (11),
marked with ‘x’ in figure 1, is simply the two-point toroidal
average of the ϕ(±∆x, ±∆y) at the points marked with ‘+’,
which are separated from the ‘x’ points by a distance of∆y=
ρ/

√
2. Therefore, the gyro-averaged value ⟨ϕ⟩ of equation (11)

is equivalent to the average of the potentials ϕ on the four
points with the gyrophase of α=±π/4, ± 3π/4, which are
marked with ‘+’ in figure 1.

When implementing this gyro-averaging procedure in the
GTC-X, it is straightforward to find the particle position
(±∆x) in a field-aligned mesh in a poloidal plane (ψ, S),
whereψ is the poloidal flux and S represents the distance along
the magnetic field line at a given ψ. However, such calcula-
tions for all particles at every time step are computationally
expensive. To reduce the computational cost, we can find the
particle position (±∆x) using a linear interpolation by assum-
ing that the gyroradius is much shorter than the scale length of
the equilibrium magnetic field. We first calculate the change
in the poloidal flux ∆ψi that corresponds to ∆x for a thermal
particle with a magnetic moment µ0 at each grid point i at the
beginning of the simulation. For a guiding center with a mag-
netic moment µ and close to the grid point i, the position of
the particle can be calculated by ∆ψ =∆ψi

√
µ/µ0 for sub-

sequent time steps.
The gyro-averaging of equation (11) can be extended to a

shorter wavelength regime (k⊥ρ⩾ 2) by addingmore points to
the radial averaging. However, this technique is invalid near
magnetic null or magnetic separatrix of the FRC where the
gyroradius can be comparable to the scale length of the mag-
netic field and thus fully kinetic approach using 6D Vlasov
equation is more appropriate.

3. Verification of gyrokinetic simulation model with
radial electric field

3.1. Linear simulation of SOL ITG without radial electric field

To demonstrate the effects of the extended gyro-averaging
method in the previous section, we first carried out linear
simulations of the ITG in the SOL using the same magnetic
geometry and plasma profiles as in Bao et al [15], which is
calculated by a 2D axisymmetric LR_eqMI equilibrium code
[38]. Such linear GTC–X simulation has been benchmarked
with ANC code [12–15] and GKD1D code [39] showing good
agreements. The main structure of GTC-X is developed based
on GTC, which is used in early studies for local flux sur-
face simulation that was validated by measurements of the C-
2 device at TAE [7]. The deuterium ion gyrokinetic equation
is solved using equations (1)–(4) and the electron response
is assumed to be adiabatic. The nonlinear perpendicular drift
and parallel acceleration due to the perturbed electric fields
in equations (1)–(4), and the nonlinear factor (1−w) in the
weight equation, i.e. equation (4), are all neglected in the lin-
ear simulations.

GTC-X simulation using the new gyro-averaging method
for the ITG with a single toroidal mode number n= 20,
which corresponds to kζρi = 0.364, gives a linear frequency
ω =−0.251Cs

R0
and a growth rate γ = 0.0494Cs

R0
, where R0

is the radial position of the magnetic axis in the cylindrical
coordinates and Cs is the sound speed defined as Cs =√
Te0/mi with Te0 the electron temperature and mi the ion

mass. This result is consistent with the previous simulation
without radial gyro-averaging, which gives the results of ω =
−0.245Cs

R0
and γ = 0.0549Cs

R0
. The 10% decrease in growth rate

can be expected due to the radial gyro-averaging effects. The
ITG propagates in the ion diamagnetic direction (i.e. negative
frequency) and the mode structure of the electrostatic potential
is radially tilted (see figure 7(a)) in the equatorial plane (Z= 0)
due to the radial variations of the ion diamagnetic flows. In the
following discussion, the coordinates (R,Z) are always nor-
malized by R0.

The simulation domain is the same as in Bao et al [15].
The total domain length is Z ∈ [−9.37, 9.37] for simulation
of the confinement vessel with a periodic boundary in the
axial direction, and ψ ranges from ψ (R= 1.70, Z= 0) to
ψ (R= 2.40, Z= 0) which is restricted solely in the SOL
region where the ITGmode peaks in previous study. The simu-
lation uses a mesh grid with 80 radial grid number, 32 toroidal
grids, 64 parallel grids, and 800 marker particles based on the
studies of numerical convergence.

To study the Er effects, we continue to use the same
magnetic geometry, but construct new temperature and dens-
ity profiles with minimal radial variations of the ion dia-
magnetic flows to obtain an ITG mode structure with min-
imal radial tilting, which is usually the most unstable
mode given an averaged pressure gradient. As shown
in figure 2, the constructed density profile is n(ψ) =

n0
[
1+Cn1

(
tanhψ0−ψ

∆ψ − 1
)]

and the ion temperature profile

is T(ψ) = T0
[
1+CT1

(
tanhψ0−ψ

∆ψ − 1
)]

. The corresponding
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Figure 2. Constructed SOL radial profiles of equilibrium ion
density ni and temperature Ti (panel (a)) and their radial gradients
(panel (b)). All quantities are normalized by their values at the
surface with R= 2.12 and Z= 0.

coefficients are chosen as n0 = 15.0, Cn1 = 0.25, T0 = 1.0,
CT1 = 0.42, ψ0 = 1.5, and ∆ψ = 0.75. These are all dimen-
sionless values with the normalization: reference density
by ne0 = 1.22× 1012cm−3, reference temperature by Te0 =
80 eV, and ψ by ψunit = B0R2

0, where B0 = 531G and R0 =

26.8 cm. The electrostatic potential is renormalized as eδϕ
Te0

.
Compared to the original profiles [15], we can see from

figure 2 that there is a peak gradient in the central simula-
tion domain around R= 2.1 with a relatively flat top. The
gradient at the boundary is artificially suppressed to reduce
the influence of non-physical boundary effects. GTC-X sim-
ulation using the new constructed profiles for the ITG with
n= 20 gives a linear mode structure with a minimal radial
tilting as shown in figure 4(a). The ITG linear frequency is
ω =−0.251Cs

R0
and the growth rate is γ = 0.0716Cs

R0
.

The parallel mode spectrum is also computed at each flux
surface and shown in panel (a) in figure 5 (discussed in
section 4). The maximal ITG mode amplitude occurs at a
radial location of R= 2.12, which is close to the peak pres-
sure gradient location. Apparently, the dominant parallel mode
number is m= 1 throughout the radial simulation domain.
Taking m= 1 as the parallel wavevector k∥ and using temper-
ature and density gradients at the mode location, we can derive
a slab ITG model [15] with a theoretical dispersion relation of
ωslab =−0.227Cs

R0
and γslab = 0.0544Cs

R0
, which are close to that

obtained in the simulation. That is, the long wavelength ITG
instability in the SOL observed in the GTC-X simulation is a
slab-like mode driven by the parallel resonance with the ions
since |ω| ∼ k∥vth = 0.275.

3.2. Simulation of SOL ITG with rigid rotation due to radial
electric field

We now add an equilibrium radial electric field ϕeq to the ITG
simulations discussed in section 2.2 and verify that a rigid

rotation due to the E×B flow only causes a Doppler shift in
the ITG frequency with little changes in the growth rate.

The equilibrium radial electric field Er =−∇ϕeq (ψ) in the
SOL induces an E×B flow with a toroidal angular frequency
Ωeq (ψ),

Ωeq (ψ) =
dϕeq
dψ

. (15)

The effects of this sheared E×B rotation on the microturbu-
lence can be captured by the shearing rate ωs (ψ) calculated
from a two-point nonlinear analysis [17],

ωs =
∆ψ

∆ζ

∂Ωeq

∂ψ
=

∆ψ

∆ζ

d2ϕeq
dψ2

(16)

where ∆ψ and ∆ζ are the turbulence correlation lengths in
radial and toroidal direction, respectively. For an isotropic tur-
bulence eddy (∆R∼ R∆ζ) near equatorial plane (Z= 0), the
shearing rate can be simplified to the radial variation of the
toroidal rotation frequency,

ωs ≈ R2BZ
d2ϕeq
dψ2

=
∂Ωeq

∂ lnR

∣∣∣∣
Z=0

. (17)

The equilibrium radial electric fields Er are expected to induce
a Doppler frequency shift due to the toroidal rotation Ωeq and
a suppression of the drift-wave instabilities due to the rotation
shear ωs. To verify our simulation model with the equilibrium
electric fields, we first simulate the ITG in the SOL with a
rigid rotation by imposing an external electric fields such that
Ωeq =

dϕeq

dψ = constant, which will induce a frequency shift of
the ITG mode, ω→ ω+ nΩeq. The effects of the rigid rotation
on the growth rate and mode structure are expected to be small
if the E×B flow speed is much smaller than the ion thermal
speed so that the centrifugal force and Coriolis force can be
neglected.

We have verified this Doppler frequency shift in our sim-
ulations for the rigid rotation frequencies up to the ITG fre-
quency in the absence of the radial electric field, i.e. Ωeq =
|ω|= 0.251Cs

R0
, which induce the ITG frequency shifts up to

nΩeq but less than 5% changes of the growth rates.

4. Effects of E×B shear on linear
single-toroidal-mode ITG instability in SOL

Building on the verification of the simulation with a rigid rota-
tion, we now study effects of the sheared rotation on the single-
n-mode linear ITG instability in the SOL by imposing an equi-
librium electrostatic potential with a constant shearing rate ωs,

ϕeq =
ωs

2B0R2
0

(ψ−ψ0)
2 (18)

whereψ0,B0,R0 represent values at the radial locationwith the
largest ITG amplitude (ψ0 = 2.00, B0 = 1.87 and R0 = 2.12 is
measured at Z= 0). The rotation frequencyΩeq (ψ0) = 0 at the
maximal mode amplitude to minimize the Doppler frequency
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Figure 3. Dependence of SOL ITG growth rate γ (panel (a)) and
real frequency ω (panel (b)) on shearing rate ωs from GTC-X
simulations using constructed equilibrium profiles with small radial
variations of pressure gradients as shown in figure 2. Dashed lines
are fitting curves based on simulation data points (‘x’).

shift. The maximal E×B flow speed occurs at the boundaries
of the simulation domain and is less than 5% of the ion thermal
speed.

We first perform a series of linear simulations of the n= 20
ITG in the SOL using the constructed plasma profiles shown
in figure 2 with various shearing rates ωs/γ0 = [−1.64, 1.64].
In the following sections, the shearing rate is always normal-
ized to the initial growth rate γ0 at ωs = 0 if not specified.
Figure 3(b) shows that real frequency changes little because
theE×B rotation frequency is zero at the maximal mode amp-
litude location. On the other hand, the growth rate decreases
significantly with increasing shearing rate and exhibits a sym-
metry with respect to the sign of the shearing rate ωs, as
shown in figure 3(a). For example, the growth rate decreases
to γ/γ0 ∼ 0.55 when |ωs|/γ0 = 1.1, and to γ/γ0 ∼ 0.18 when
|ωs|/γ0 = 1.6. The dependence of the growth rate on the shear-
ing rate can be fitted by a simple power law γ/γ0 = 1−
C( |ωs|/γ0)α, with fitting constantsC= 0.382 andα= 2.139.
The suppression of the ITG instability by theE×B shear in the
SOL is slightly weaker than that in the tokamak [40], which
might be due to the absence of the toroidal coupling in the FRC
with no magnetic shear.

The reduction of the ITG growth rate by the equilibrium
E×B shear is correlated with the radial tilting of the ITG
mode structure in the SOL. In figures 4(a)–(c), we plot the
electrostatic potentials δϕ on the (R, ζ) plane at Z= 0 for
the entire simulation domain of R= [1.70, 2.40] and ζ =
[0, π/10]. Without E×B flow (ωs = 0), the mode mostly lines
up in the radial direction with little radial tilting (i.e. ground
radial eigenstate) since there is little radial shear of the ion
diamagnetic flows. The ITG mode propagates in the ion dia-
magnetic direction (defined as the negative ζ-direction). With

amodest shearing rateωs = 0.55, themode structure is tilted in
the radial direction. This is induced by the equilibrium E×B
sheared flows negative in the ζ-direction near the inner bound-
ary and positive near the outer boundary, which causes a radial
variation of the local wave phase velocity resulting in a mode
structure tilting toward positive ζ-direction at the large radial
R location. Similarly, a negative shearing rate ωs =−0.55 res-
ults in a mode structure with a negative radial tilting. The ITG
growth rate is independent of the tilting direction because of
the toroidal symmetry. The radial tilting of the mode struc-
ture is even more pronounced for a larger shearing rate of
ωs = 1.64. The large tilting strongly stretches the mode so that
the toroidal mode width is larger than the toroidal wavelength,
resulting in an oscillation of the potential in the radial direction
(i.e. excited radial eigenstate).

The appearance of a large kr due to the radial tilting by
a large shearing rate ωs can also be seen in the δϕ contour
plot in the R−Z poloidal plane, as shown in lower panels
of figures 4(d)–(f) for the cases of ωs = 0.0, 0.55, 1.64. The
excited radial eigenstate with a large kr can be seen clearly
for the cases of ωs = 1.64 in figure 4(f). The radial tilting also
induces a radial variation of the parallel wavevector (i.e. pol-
oidalm-spectrum), which may affect wave-particle resonance.
In figure 5, the poloidal spectrum is calculated based on the
mode structure shown in figures 4(d)–(f). As the shearing rate
increases, the radial width of each poloidal harmonic is clearly
reduced due to the radial tilting, which leads to a larger kr. For
the cases of ωs = 0.0, 0.55, the radial eigenstate is a ground
state, i.e. none of the poloidal harmonics have a null point
(except at radial boundaries). For the largest shearing rateωs =
1.64, all poloidal harmonics exhibit radial oscillations, i.e. an
excited radial eigenstate. Finally, the amplitude ratio of the
high-m (m> 1) harmonics to the dominant m= 1 harmonic
increases with the shearing rate, i.e. the E×B shear enhances
the high k∥ components of the ITGmode, which could increase
the Landau damping and thus reduce the growth rate.

The finding that the radial tilting of the mode structure
reduces the ITG growth rate has been further confirmed in
GTC-X simulations in the SOL using the same equilibrium
radial electric fields of equation (18), but using the original
temperature and density profiles in Bao et al [15] with a large
radial shear of the ion diamagnetic flows. Figure 6(a) shows
that the maximal growth rate γ = 0.0629 occurs at an E×B
shearing rate of ωs =−0.69, instead of the case of ωs = 0.
The growth rate does not exhibit a symmetry with respect to
the sign of the shearing rate ωs. Figure 6(b) shows that real
frequency changes more significantly than that in figure 3(b)
since the E×B rotation frequency in this case is not zero at
the radial location of maximal mode amplitude. Because the
E×B rotation frequency at the radial location of maximal
mode amplitude depends on the sign of the shearing rate and
ψ0 in equation (18), the frequency does not exhibit a symmetry
with respect to the sign of the shearing rate.

In the absence of equilibrium radial electric fields ωs = 0,
the mode structure is strongly tilted in the radial direction for
the electrostatic potentials δϕ on the (R, ζ) plane at Z= 0 as
shown in figure 7(a), which is induced by the large radial shear
of the ion diamagnetic flows. On the other hand, for the case
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Figure 4. Upper panels (a)–(c) are contour plots of electrostatic potential δϕ at the Z= 0 toroidal plane from GTC-X simulations in the
SOL using constructed equilibrium profiles as shown in figure 2. Equilibrium radial electric fields are imposed with different E×B shearing
rate: (a). ωs = 0.00, (b). ωs = 0.55, and (c). ωs = 1.64. In the figure, X= Rcosζ and Y= Rsinζ. Lower panels (d)–(f) are corresponding
eigenmode structure on the poloidal plane. In panel (a), the dashed line is a cut for the poloidal planes appearing in panels (d)–(f). The
dashed line in the panel (d) represents the flux surface of the maximal mode amplitude and the vertical dotted line gives the toroidal planes
plotted in the upper panels (a)–(c) and the reference line for all 1d radial profiles. All potentials δϕ are normalized by their maximal values
δϕmax.

Figure 5. Radial profiles for poloidal harmonics of perturbed
potential δϕ for simulations using shearing rates corresponding to
that in figures 4(d)–(f).

of maximal growth rate with ωs =−0.69, the mode structure
mostly lines up in the radial direction with little radial tilting
as shown in figure 7(b). These lead us to think that the effects

Figure 6. Dependence of ITG growth rate γ (panel (a)) and real
frequency ω (panel (b)) on shearing rate ωs from GTC-X
simulations in the SOL using equilibrium profiles with large radial
shear of ion diamagnetic flows in Bao et al [15]. Dashed lines are
fitting curves based on the simulation data points (‘x’). All
quantities are normalized by γ0 = 0.0716 Cs

R0
.

of the radial shear of the E×B flows compensate the shear
of the ion diamagnetic flows. When this happens, one might
expect that the radial shear of the sum of the ion diamagnetic
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Figure 7. Contour plots of electrostatic potential δϕ at the Z= 0
toroidal plane from GTC-X simulations in the SOL using the
original equilibrium profiles in Bao et al [15]. Equilibrium radial
electric fields are imposed with different E×B shearing rate:
(a). ωs = 0.0, (b). ωs =−0.69. In the figure, X= Rcosζ and
Y= Rsinζ.

flows and the E×B flows is zero. However, the radial shear of
the ion diamagnetic flows is much larger than the added E×B
flow shear of ωs =−0.69 in the simulation. We find that the
more relevant quantity is the radial shear of the local mode
frequency, which is much smaller than and mostly induced by
the diamagnetic flow shear in the absence of the equilibrium
radial electric field. Using the simple slabmodel in section 3.1,
we find that dωslab

dlnR = 16.4γ0 ∼ nωs at R= 2.1 for the original
profiles. Therefore, the maximal growth rate occurs when the
radial shear of the Doppler shifted local mode frequency is
zero, i.e. d

dlnR (ωslab + nΩeq)∼ 0. For the other case with con-
structed profiles (figure 2) with minimal radial shear of dia-
magnetic flows, the radial shear of the local mode frequency
is very small in the absence of the equilibrium radial elec-
tric field. These results are very similar to that in tokamaks.
Abdoul et al [24] showing a similar requirement for zero gradi-
ent of local mode frequency for the maximal growth rate.
The interplay between the diamagnetic flow shear and E × B
flow shear is also discussed by Hill et al [23]. Interestingly,
in a DIII-D tokamak research [41], the shear in the poloidal
group velocity of the turbulent eddy flow near the plasma edge
has also been found to be important in the L–H confinement
transition.

5. Effects of E×B shear on single-toroidal-mode
ITG turbulence and transport in SOL

Building on the GTC-X linear simulations of the ITG instabil-
ity with n= 20, we now carry out nonlinear simulations to
study the effects of equilibrium E×B sheared flows on the
single-mode ITG turbulence and transport in the SOL. The ion
guiding center equations of motion include the nonlinear per-
pendicular drift and parallel acceleration due to the perturbed
electric fields in equation (1), and the nonlinear factor (1−w)
in the weight equation, equation (4). The simulation domain
is the same as used in linear simulation with a single toroidal
mode number, n= 20.

In the nonlinear simulations, the ion temperature pro-
files could be relaxed due to heat transport (i.e. temperature
gradient becomes smaller in the turbulence region), which

could cause the turbulence intensity and heat conductivity to
gradually decrease after the nonlinear saturation. To prevent
the profile relaxation, an artificial heat bath previously imple-
mented in the GTC [42] has been implemented in the GTC-X.
Another nonlinear effect that can cause a gradual decrease of
the transport is the formation of small-scale coherent struc-
tures in the phase space due to the nonlinear wave-particle
trapping, which could easily be destroyed by Coulomb col-
lisions. We have implemented a pitch-angle collision operator
[43] in the GTC-X to extend the period of the steady state
turbulence after the nonlinear saturation. All nonlinear sim-
ulations discussed in this section use a collision frequency
νcoll = 0.00791Cs

R0
, which is calculated with Zeff = 1 and ion

density ne0 and temperature Te0 described in section 3.1. This
collision frequency is 10% of the linear growth rate in the
absence of the equilibrium electric fields and causes a decrease
of the ITG frequency by less than 2% and the linear growth rate
by less than 7% for all cases.

We perform a series of nonlinear simulations of the n= 20
ITG using the same SOL geometry and constructed plasma
profiles as linear simulations described in section 3.1. The
zonal mode (n= 0) self-generated by the turbulence is arti-
ficially removed in these simulations to focus on the effects of
equilibriumE×B shear flows. The time history of the volume-
averaged ion heat conductivity is plotted in figure 8(a) for vari-
ous shearing rates. The ITG modes first grow exponentially,
then nonlinearly saturate due to the perturbed E×B drift. Sim-
ilar to some studies in tokamaks, we simulate the nonlinear
saturation and turbulent transport of a single toroidal mode,
i.e. a 2D turbulence in the poloidal plane. The single-toroidal
mode simulation provides a clear physics picture of effects of
the equilibrium sheared flow, as we will see in our discussion
that the mode structures are rather simple, and the mechanism
of heat transport can be clearly addressed.

The simulations with different shearing rates ωs have dif-
ferent growth rates and the instabilities saturate at different
time steps in the simulations. For convenience of comparing
their nonlinear saturations, we shift these cases horizontally so
that they all saturate at the same time t= 210R0/Cs. The heat
conductivity is defined as χ= 1

n|∇T|
´
vrεδfdv, where vr is the

perturbed E×B drift across flux surface, ε is the particle kin-
etic energy. In this paper, χ is normalized by the Bohm unit
ρ2sΩp =

cTe0
eB0

, where ρs =
Cs
Ωp
. The heat transport leads to con-

tinuous increase in the amplitude of the perturbed distribution
function |δf/f|, which could introduce a large particle noise.
To make sure that the simulation results are not contamin-
ated by particle noise, the noise-driven heat conductivity [44]
is also plotted as the black dotted-dashed line in figure 8(a)
for the case of ωs = 0, which shows that ITG transport (black
solid line) is more than a thousand times larger than the noise-
driven transport even though volume averaged |δf/f|> 0.5 at
t= 240R0/Cs.

5.1. Effects of E ×B shear on single-toroidal-mode ITG
turbulence and transport in SOL

Figure 8(a) shows that the ITG with a larger shearing rate ωs

has a smaller growth rate and saturates with a lower fluctuation
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Figure 8. Panel (a): time evolution of ITG ion heat conductivity χ (volume-averaged) with various shearing rates ωs. The noise-driven χ for
the case of ωs = 0.0 is also plotted as the black dotted-dashed line. Panels (b)–(h): time evolution of radial profile of fluctuating potentials
(δϕrms) averaged over each flux surface and normalized by its maximal value at each time step.

amplitude and a smaller ion heat conductivity. For large shear-
ing rates ωs = 1.09 and 1.64, the ITG saturates at slightly dif-
ferent levels between positive and negative ωs. This breaking
of symmetry with respect to the sign of ωs arises from differ-
ent nonlinear mode structures as shown in the panels (b)–(h)
in figure 8. At each time step, the radial profile of the fluc-
tuating potentials averaged over each flux surface (δϕrms) is
normalized by its maximal amplitude. The time-radial contour
plots in figures 8(b)–(h) illustrate the evolution of the radial
mode structure from linear to nonlinear phase. The radialmode
structures are centrically peaked by the design of ion temper-
ature gradients shown in figure 2. The reduction of the linear
mode width due to the ωs comes from the suppression of the
mode at small R region for positive ωs, but at large R region
for negative ωs. After nonlinear saturation, the ITG turbulence
spreads radially [13, 42], primarily toward small R region for
positive ωs, but toward large R region for negative ωs.

The nonlinear evolution of ITG mode structure in the SOL
and turbulence spreading are illustrated in figures 9 and 10.
The radial mode widths at the nonlinear saturation time t=
210R0/Cs are slightly larger than that of the linear eigenmodes
in figure 4 The radial mode widths continue to increase at
t= 240R0/Cs due to the turbulence spreading. In this single-
toroidal-mode simulation, a single large eddy structure domin-
ates in the simulation domain, which leads to highly fluctuat-
ing behaviors after the initial saturation of the ITG instability
in figure 8(a). Instead of reaching a steady state, both the ion

heat conductivity and mode structures continue to oscillate in
the nonlinear phase. Other effects such as self-generated zonal
flows, multiple toroidal modes, heat sources from FRC core
region, and collisional effects may play a role in achieving a
true steady state after the initial nonlinear saturation. We leave
these interesting nonlinear physics to future studies, and in this
work, we only focus on the effects of E×B sheared flows on
the initial saturation point of the ITG modes.

The E×B sheared flows could suppress the ITG trans-
port in the SOL by reducing both the turbulence intensity
and eddy size. To estimate the radial eddy size, we calculate
the two-point correlation function for the electrostatic poten-
tial at the nonlinear saturation t= 210R0/Cs, CRζ (∆R,∆ζ) =

⟨δϕ(R,ζ)δϕ(R+∆R,ζ+∆ζ)⟩√
⟨δϕ(R,ζ)2⟩⟨δϕ(R+∆R,ζ+∆ζ)2⟩

, where∆R and ∆ζ are spatial

separation in the R and ζ direction, respectively, and ⟨·⟩ rep-
resents averaging over the Z= 0 toroidal plane. Similar to
Lin et al [27], we track the ridge of this 2D correlation func-
tion starting from ∆R=∆ζ = 0 to get a 1D radial correla-
tion function CR (∆R). This is used to estimate the radial eddy
size of ∆r by noticing the fact that CR decays like a Gaussian

profile for small ∆R, i.e. CR (∆R) = CR0 exp
[
−(∆R/∆r)2

]
.

Figure 11(a) shows the dependency on the shearing rate for the
radial eddy size ∆r and the turbulence amplitude δϕrms aver-
aged over the simulation volume at the time of the nonlinear
saturation, i.e. before turbulence spreading. The reduction of
the eddy size by the E×B shear is quite modest, up to 25%
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Figure 9. Contour plots of electrostatic potential δϕ at the Z= 0 toroidal plane from GTC-X simulations in the SOL using various E×B
shearing rates. Panels (a)–(c) are mode structures at saturation t= 210R0/Cs. Panels (d)–(f) are mode structures at t= 240R0/Cs after
nonlinear spreading. In panel (a), the dashed line is the middle plane that gives a cut for the poloidal plane appears in figure 10.

Figure 10. Contour plots of electrostatic potential δϕ at the poloidal plane from GTC-X simulations in the SOL using various E×B
shearing rates. Panels (a)–(c) are mode structures at saturation t= 210R0/Cs. Panels (d)–(f) are mode structures at t= 240R0/Cs after
nonlinear spreading. The dashed line in the panel (a) represents the flux surface of the maximum mode amplitude and the vertical dotted line
gives the Z= 0 plane plotted in figure 9.

for the largest shearing rate. On the other hand, the reduction
of the turbulence amplitude by the E×B shear is much more
significant, up to 75% for the largest shearing rate. Both eddy
size and turbulence amplitude exhibit a small asymmetry with
respect to the sign of the shearing rate.

5.2. ITG saturation mechanism in SOL

Knowing the eddy size ∆r and turbulence amplitude δϕrms,
we can estimate the eddy turnover time τeddy = ∆r

δvr
, where the

radial E×B drift is δvr =
δEζ

B = nδϕrms
RB . Here we use the radial

eddy size and radial drift to estimate the eddy turnover time
since the eddy is nearly isotropic in the radial and toroidal dir-
ections. The dependence of the inverse of the eddy turnover
time on the shearing rate is plotted in figure 11(b) together with
the linear growth rate. The scaling of the growth rate is very
similar to the inverse of the eddy turnover time. Indeed, table 1
shows that the eddy turnover time is only slightly larger than
the inverse of the growth rate, except for the largest shearing
rate. Furthermore, we observe that the eddy persists through-
out thewhole simulation time, so the eddy autocorrelation time
τauto is much longer than the eddy turnover time, i.e. large
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Figure 11. Dependence on the shearing rate for (panel (a)) ITG
radial eddy size ∆r and turbulence amplitude δϕrms, (panel (b))
linear growth rate γ and inverse of eddy turnover time τeddy, and
(panel c) the measured heat conductivity χ, and δϕ2

rms/τeddy at the
nonlinear saturation t= 210R0/Cs from GTC-X simulations in the
SOL. All quantities are normalized by their values for the case of
ωs = 0. Solid and dashed lines connect measured data points and
indicate the scaling trend.

Table 1. Characteristic time scales for ITG turbulence with different
shearing rate ωs, the base case without shearing is highlighted with a
grey background. All the quantities are in units R0/Cs.

1/ωs τdecor τ∥ τrb τeddy 1/γ

8.6 3.0 3.6 464.6 37.3 92.4
12.9 3.6 3.6 261.5 30.8 26.1
25.7 4.1 3.6 118.4 22.1 15.7
∞ 5.2 3.6 70.5 19.1 14.1
−25.7 4.1 3.6 149.9 24.8 15.9
−12.9 3.0 3.6 753.9 47.5 25.6
−8.6 2.9 3.6 1381.6 63.6 116.6

Kubo number regime. This is expected since the simulations
treat only a single toroidal mode number n= 20. We conclude
that the single-n ITG instability saturates when the inverse of
the eddy turnover time is roughly equal to the linear growth
rate, i.e. the saturation mechanism is the eddy rotation.

5.3. ITG transport mechanism in SOL

After establishing the eddy rotation as the ITG saturation
mechanism, one would expect that the eddy rotation is also

responsible for the turbulent transport. However, we find that
a fluid calculation of ion heat conductivity χ based on a simple
random walk model χ= ∆r2

τeddy
predicts an ion heat conduct-

ivity much larger than that measured in the simulations, and
even worse, the dependence of χ on the shearing rate does not
match between the model and simulation results. In this ran-
dom walk model, the eddy size is used as the spatial step size
and the eddy turnover time is used as the time step size. There-
fore, even though the fluid concept of eddy rotation is valid for
the ITG saturation, it is not sufficient for the ITG transport.

To elucidate the kinetic origin for the transport mechanism,
we define an effective decorrelation time τdecor =

4χ
3δv2r

[27, 45].
We now search for a wave-particle decorrelation process that
has a characteristic time scale comparable to this effective
decorrelation time.

The guiding center parallel motion in SOL leads to a par-
allel wave-particle decorrelation time τ∥ =

1
k∥vth

, where k∥ is
approximated by the dominated m= 1 harmonics. The τ∥
characterizes the time scale for a particle to move across the
eddy structure due to the parallel streaming, which is already
found to be important in defining the mode frequency as dis-
cussed in section 3.1. Meanwhile, the guiding center radial
diffusion responsible for the measured heat conductivity leads
to a resonance broadening width of 1/τrb, where τrb = 3∆r2

4χ .
We list these time scales in table 1 for various shearing rates.
It is clear that the parallel wave-particle decorrelation time is
very close to the effective wave-particle decorrelation, which
is much shorter than the resonance broadening time and eddy
turnover time. Therefore, the parallel wave-particle decorrela-
tion should be the dominant transport mechanism.

Based on this transport mechanism, we can explain the
dependence of the ion heat conductivity on the shearing rate
using the random walk model. Since τ∥ is much smaller than
the eddy turnover time τeddy, the guiding centers decorrel-
ate from the eddy long before a full eddy rotation. There-
fore, the guiding center radial excursion δr is due to the E×B
drift in one parallel transit time, δr= δvrτ|| =

nδϕrms
k∥vthRB

, which

is much smaller than the eddy size ∆r, i.e. δr≪∆r. That is,
the particle experiences a radial kick of δr distance whenever
it travels across the mode in parallel direction. If the eddy is
static, i.e. τeddy, τauto →∞, the guiding centers execute a peri-
odic motion with a radial excursion length of δr, which does
not lead to a radial diffusion. Therefore, the radial diffusion
only arises due to the eddy rotation or decorrelation. Since
τeddy ≪ τauto, the τeddy is the characteristic time scale for the
radial diffusion and the δr is the characteristic length scale in a
random walk process. This random walk model then gives rise

to a scaling of the ion heat conductivity, χ= C δr2

τeddy
∝ δϕ2

rms
τeddy

.
This scaling agrees very well with the measured ion heat con-
ductivity as shown in figure 11(c) with C= 5.5.

Since the electron response is assumed to be adiabatic in
these simulations, the ion particle flux is zero due to quasi-
neutrality condition. The finite ion heat flux is induced by a
process where ions with higher energy mostly diffuse outward
but ions with lower energy mostly diffuse inward. The fact that
the ion heat conductivity can be reasonably described by the
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random walk model suggests that the ion transport induced by
equilibrium shear flow can be a diffusive process.

6. Conclusion

In this paper, linear and nonlinear effects of an equilibrium
radial electric field have been studied for the single-toroidal-
mode ITG instability in the SOL region of an FRC geometry.
New capabilities have been developed for the gyrokinetic
particle code GTC-X to study the E×B sheared flow effects
and an improved gyro-averaging scheme has implemented to
capture the FLR effect for a single toroidal mode simulation
for FRC.

After verifying the simulation results with a rigid E×B
rotation, we first examined the linear effects of a constant
radial E×B flow shear on ITG with n= 20 in the SOL while
the Doppler shift of the mode frequency is minimized. We
found that the ITG linear growth rate is strongly reduced, and
the toroidal eddy shape is radially tilted by the E×B shear.
Based on a slab model dispersion relation, the radial shear of
the total local mode frequency is found to be important for
the growth rate suppression. The maximal growth rate occurs
when the radial shear of the Doppler shifted local mode fre-
quency is zero.

In the nonlinear simulations, the n= 20 ITG saturation
amplitude and heat transport level are greatly reduced by the
E×B flow shear due to reduction of both turbulence intensity
and eddy size. The turbulence intensity in the SOL is determ-
ined by the fluid eddy rotation, which is the dominant satur-
ation mechanism since the growth rate is very similar to the
inverse of the eddy turnover time. On the other hand, the effect-
ive decorrelation time responsible for the ion heat transport is
closer to the parallel wave-particle decorrelation time. Before
completing the whole circulation around the eddy, the particles
already decorrelate from the wave due to parallel streaming
in the SOL. A nicely fitted random walk model of ion heat
conductivity with the particle radial excursion and the eddy
turnover time further support these conclusions.

In the future work, wewill extend our current study towards
a more realistic FRC profile and investigate the heat load prob-
lem in FRC SOL. For example, we need to incorporate the
self-generated zonal flows [8], which could have similar sup-
pression effects as equilibrium E × B sheared flows on the
ITG instability in the FRC SOL [46]. We also need to include
multiple toroidal modes, which could induce nonlinear mode
coupling leading to inverse spectral cascade [13]. Finally, we
will carry out simulations with kinetic electrons and coupling
the SOL with the core region, which provides a heat source for
the SOL transport. We may need fully kinetic ions to incorpor-
ate the weak magnetic field regions such as magnetic separat-
rix and magnetic null in the FRC.
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