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Abstract — We provide a brief summary and comments on how we utilized the Exascale Computing 
Project (ECP) supercomputing resources for the development of the frontal research of nuclear fusion 
reactor development. In turn, our demand and use helped stimulate the ECP hardware and software, and 
our project to tackle real-world simulation of fusion experiments has stimulated the ECP and its develop-
ment. We posit that thus the legacy of the ECP is important and useful and that it will continue to have 
a growing impact on scientific progress.

Keywords — Public-private partnership, exascale, simulation, fusion, field-reversed configuration.  

Note — Some figures may be in color only in the electronic version. 

I. INTRODUCTION

TAE Technologies, Inc. (TAE) has been a member of 
the Exascale Computing Project[1,2] (ECP) Industry Agency 
Council (IAC) since its inception. ECP, initiated in 2016 
across multiple administrations, is a collaborative venture 
involving government agencies and the private sector and 
led by the U.S. Department of Energy (DOE). The IAC was 
initially an Industrial Council, including participation from 
several major U.S. corporations in the aerospace and energy 
sectors and a few small companies such as TAE. Later, 
government agencies such as the National Aeronautics and 
Space Administration, National Oceanic and Atmospheric 
Administration, and National Institutes of Health were 
added to form the IAC. The ECP represents the pinnacle 
of high-performance computing, and TAE’s role within it 
stems from its need for access to the world’s fastest com-
puters and accompanying software. In turn, the ECP obtains 

experience and evaluation of its technology chain by 
a tangible application (in this case, demanding high- 
performance fusion reactor computation). This access is 
vital for conducting extensive simulations related to fusion 
reactor development, encompassing not only plasma beha-
vior but also various reactor components such as first walls 
and external source terms. Through its utilization of ECP- 
based computations, TAE showcases to the public and 
private sectors the immense potential of high-performance 
computing and aligns with the ECP’s visionary goals.

It may be worthwhile to look back at a bit of the 
prehistory of supercomputing before we reached the ECP. 
It is noted that from the early stage of U.S. supercomputers 
such as CDC 6600-7600 and Cray-1 and Cray-2 in the 
1970s through the 1980s, fusion research played an impor-
tant role to drive supercomputing (and driving supercom-
puters). For example, Dawson, at the University of 
California, Los Angeles, was a leader of large-scale parti-
cle-in-cell (PIC) computation and its fusion plasma research 
methodology. He advocated and helped enhance *E-mail: sean@tae.com
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supercomputer centers such as the National Magnetic 
Fusion Energy Computer Center and National Energy 
Research Scientific Computing Center (NERSC), which 
may be regarded as an early bird of the present-day ECP. 
One of us (TT) worked under him to realize such computa-
tional use (see Refs. [3] and [4]). Later on, the use of 
supercomputers to investigate and promote fusion spawned 
out a sophisticated computational paradigm of fusion 
research via a large array of codes utilizing supercomputers; 
an example may be the Numerical Tokamak Project[5,6] of 
the mid-1990s, a community-wide initiative in collabora-
tion with the DOE aimed at simulating fusion plasma beha-
vior. [In the present day, two of the leaders of the Numerical 
Tokamak Project, Tajima and Barnes, are leaders in field- 
reversed configuration (FRC) fusion plasma research at 
TAE.] TAE’s development of the Numerical Fusion 
Reactor (NFR) goes beyond simulating just the plasma; it 
aspires to simulate the entire fusion reactor, making exas-
cale computing an essential requirement. TAE’s unique 
position drives the boundaries of exascale computing and 
provides substantial motivation for advancements in ECP’s 
hardware and software.

TAE is committed to rapidly achieving safe, com-
mercially viable fusion reactors for global use. To fulfill 
this mission, TAE relies heavily on top-tier computing 
resources provided by DOE computing centers to expe-
dite its goals. TAE was also privileged to be an early 
user of ECP state-of-the art applications, significantly 
enhancing its progress. Simultaneously, TAE’s partici-
pation in ECP technologies allows it to assess and 
explore the highest levels of its own technological 
capabilities.

We will elucidate these two aspects of our experience 
since we joined the ECP IAC. In Sec. II, we briefly sum-
marize the state of fusion research at TAE. In Sec. III, we 
describe our long-term efforts to build an integrated model-
ing suite for FRC plasmas. In Sec. IV, we describe our 
recent pivot to adopt ECP tools, particularly WarpX and 
AMReX, in our modeling suite. In Sec. V, we briefly sum-
marize another public-private partnership (PPP), between 
TAE and the University of California, Irvine (UCI), invol-
ving the Gyrokinetic Toroidal Code (GTC), which also 
received support from the ECP. Finally, we conclude and 
make observations about the future ecosystem of ECP tools.

II. TAE FUSION RESEARCH

Previously known as Tri Alpha Energy, TAE was 
founded in 1998 with the goal to develop a novel nuclear 
fusion technology that is simple enough to be practically 

commercializable. Building upon decades of publicly 
funded fusion advancements and original work conceived 
at UCI, TAE has developed a unique approach to fusion 
that combines the FRC confinement concept with high- 
power neutral beam injection.

Our vision[7,8] is to use the p-11B fuel cycle 
(p + 11B → 34He) because it has inexpensive, nonra-
dioactive, and superabundant reactants and yields only 
helium. With no radioactive products from primary reac-
tions, it should be possible to build a reactor with 
existing nuclear-qualified materials. Our reactor research 
and development use the FRC, which has long been 
recognized by the DOE[9,10] as a promising route to 
advanced fuels. The FRC is compact, with high power 
density and low synchrotron radiation due to the high- 
beta plasma, and it has axisymmetric geometry with 
simple circular confinement coils. We believe that the 
p-11B fuel cycle and FRC geometry provide 
a combination of regulatory advantages and engineering 
simplicity that make commercialization more feasible. 
To our knowledge, TAE is the only laboratory working 
on steady-state, high-beta plasmas with the intent to 
burn advanced fuels. In fact, we recently made the first- 
ever measurements of p-11B fusion in a magnetically 
confined plasma.[11] Our research is therefore an impor-
tant complement to tokamak research and could be 
viewed as a technological hedge in the worldwide fusion 
effort.

Over the past two decades, TAE has dedicated itself to 
refining the concept of the beam-driven FRC in the C-1,[7] 

C-2,[12,13] C-2U,[14] and C-2W[15,16] (also known as Norman) 
series of experimental devices. Notably, TAE’s latest experi-
mental device, nicknamed Norman in honor of the late 
Norman Rostoker, the company’s founder, has not only met 
but also surpassed its major performance milestones. It has 
achieved steady-state beam-driven FRC plasmas character-
ized by high-beta plasma (approximately 85%), substantial 
fast ion pressure (3 keV total temperature), high electron 
temperatures (Te exceeding 400 eV), sustained FRC plasma 
for 30 ms, and the successful demonstration of magnetic field 
ramp-up.[16]

The C-2W device has served as a test bed for advanced 
artificial intelligence applications, including experimental 
optimization,[17] real-time plasma control,[18] Bayesian 
inference of plasma states,[19,20] advance prediction of 
kinetic instabilities with neural networks,[21] and Bayesian 
reconstruction of radial mode shape evolution.[22]

The valuable lessons gleaned from this experimen-
tal journey have laid the foundation for TAE’s next- 
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step Advanced FRC experiment, named Copernicus. 
This reactor-scale prototype will use protium 
1H isotope plasmas to demonstrate plasma density, 
temperature, and confinement times that would make 
net-energy production in deuterium-tritium isotope 
fuels feasible. TAE will then construct a fusion power 
plant (FPP) prototype called Da Vinci to demonstrate 
the net-energy gain of p-11B fuel.

III. A NUMERICAL FUSION REACTOR

Beyond experimentation, TAE is a leader in algo-
rithm development and scientific code modeling.[23] 

Since 2002, we have been developing the NFR, 
a comprehensive suite of tools for the computer simula-
tion of the FRC. These tools are instrumental in assessing 
reactor design scenarios, thereby mitigating risks before 
physical construction. The models not only encompass 
the entire fusion plasma but also include its surroundings. 
As such, NFR is far more ambitious than the earlier 
version of the Numerical Tokamak Project in the past.[3]

The NFR is a Grand Challenge problem in computa-
tional physics. It is a multiple timescale, multiple space 
scale, multiphysics, and engineering problem. Timescales 
in the fusion plasma span 14 orders of magnitude, from 
10−12 s for electrostatic oscillations to 10−6 s for Alfvénic 
oscillations to 100 s for confinement and fusion reaction 
times. Space scales span from submillimeter electron 
shielding length to ~10 cm gradient scale lengths to 
~10-m machine sizes.

To overcome the multiscale nature of the problem, 
multiple models with different levels of fidelity are devel-
oped. The physics models encompass core plasma 
dynamics, plasma-wall interactions, and external compo-
nents. The core plasma models include fully kinetic ions, 
electrostatic microturbulence,[24–30] macrostability,[31–33] 

null magnetic field regions, magnetic mirror physics, and 
edge plasma physics. They connect with plasma-facing 
walls and external actuators through dedicated models of 
plasma-material interaction,[34] neutral beams,[35] radio- 
frequency (RF) heating,[36] plasma fueling, electrode 
biasing, real-time magnetic control, resistive walls, and 
power supplies.[37]

Integration of these various models is performed by 
either file-based data transfer or in-memory coupling. 
When infrequent information transfer between models is 
required, for example, when an equilibrium model is used 
to initialize an initial value code, file-based data transfer is 
performed using a standardized (within TAE) hierarchical 
structure in the HDF5 format[38] that describes all required 

aspects of the boundaries, domain, computational mesh, 
electric and magnetic fields and potentials, and plasma 
fluid quantities. Kinetic quantities (from PIC) are stored 
in separate HDF5 files as necessary. External actuators 
including coils, circuits, and neutral beams and RF heating 
are described in standardized formats also. When frequent 
information transfer between models is required, such as 
tight coupling between magnetohydrodynamic and kinetic 
models to obtain a global model of thermal plasma trans-
port under the influence of neutral beams,[39–41] in-memory 
coupling between models is performed.

As python has become the dominant data analysis lan-
guage in the last decade, we have also adopted python 
interfaces to our simulation suite. Since the C-2W device 
geometry and every external actuator and diagnostic are 
completely described in the Machine State Database[42] 

(MSDB) and all shot-to-shot settings and diagnostic results 
are stored in the MDSplus[43,44] database, both of which 
have python interfaces, the complete set of inputs and out-
puts on C-2W are machine readable and amenable to auto-
mated analysis. Because of the complexity of the system, we 
eschew the development and maintenance of graphical user 
interface tools in favor of python kernel Jupyter notebooks, 
which can be used for the complete workflow of reading the 
machine state from MSDB and MDSplus, configuring simu-
lation code inputs, job dispatch through the queuing system, 
analysis, and visualization. For large three-dimensional (3D) 
visualizations, we use Paraview[45] or Visit.[46]

Utilizing these models and connectivity to experiment, 
TAE has conducted high-fidelity predictive simulations of 
FRC fusion plasma experiments.[47] These simulations have 
harnessed the computational might of leadership-class com-
puting resources at the DOE’s NERSC, Argonne 
Leadership Computing Facility (ALCF), and Oak Ridge 
Leadership Computing Facility (OLCF), through awards 
of computing time TAE received under the auspices of 
DOE’s Innovative and Novel Computational Impact on 
Theory and Experiment (INCITE), ASCR [Advanced 
Scientific Computing Research] Leadership Computing 
Challenge (ALCC), and Energy Research Computing 
Allocations Process (ERCAP) programs.

IV. TAE’S INTEGRATION OF EXASCALE RESOURCES INTO 
FUSION RESEARCH

The Exascalea Computing Initiative, a partnership 
between the DOE Office of Science (SC) and National 

aAn Exascale computer is one that has the capability to perform 
1018 floating point operations per second.
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Nuclear Security Administration, was a 7-year project, 
launched in 2016. One major component was the delivery 
of new exascale-class computers at DOE national labora-
tories, and another component was the ECP. The ECP 
mission is to ensure all the necessary pieces are in place 
for the nation’s first, capable, exascale ecosystem, includ-
ing critical applications and an integrated software stack. 
It has been instrumental in creating public software tools 
designed to empower scientific simulation applications, 
enabling them to harness the immense computational 
potential of the world’s fastest supercomputers.

Up until 2022, TAE’s paradigm for high-performance- 
computing (HPC) code development was to write bespoke 
C++ and Fortran code to target distributed memory sys-
tems, using established libraries for parallel applied mathe-
matics and computer science, including OpenMP and 
message passing interface (MPI) libraries, with parallel 
linear algebra and input/output (I/O) implemented using 
the PETSc,[48] Parallel HDF5,[38] and ADIOS2[49] libraries. 
Using these tools, we successfully demonstrated compute 
capability for two of our HPC codes, showing strong scal-
ing on up to one-third of the ALCF Theta computer.

However, in mid-2022, TAE strategically pivoted to 
refactor its HPC algorithms within the ECP application 
WarpXb and the ECP framework AMReX.[50] This 
change in paradigm reduces our need for bespoke code 
development and allows us to leverage higher-level fea-
tures of the ECP software stack that provide physics 
features such as particle push and PIC operations (in 
WarpX) on top of applied math features such as meshing, 
differential operators, embedded boundaries, and domain 
decomposition (in AMReX). Along with these higher- 
level features come the ECP computer science advances 
including optimization of instructions on chips and accel-
erators, shared memory and distributed memory paralle-
lism, load balancing, resiliency, program control, parallel 
I/O, in situ analysis, and visualization. This transforma-
tion enables us to develop a flexible and modular com-
putational framework with a single codebase adaptable to 
various HPC hardware choices.

TAE is giving back to the community and helping to 
bolster the legacy of the ECP by contributing its WarpX 
code modifications upstream to the public git repository.[51] 

We are adding new physics models[34,47,52] to the public 
repository and expanding the scope of WarpX to encompass 
a wide array of magnetic confinement fusion plasma 

scenarios. Potential applications of our new models extend 
beyond fusion research into space plasmas and plasma arcs.

The WarpX code implements a variety of field sol-
vers including electrostatic, magnetostatic, and electro-
magnetic and has a rich set of multiphysics modules, 
including embedded boundaries, Monte Carlo modules 
for Coulomb collisions, fusion reactions, and quantum 
electrodynamic processes. This makes it very versatile, 
and by adding new models, we have further extended the 
scope of WarpX to include physics relevant to magnetic 
fusion energy (MFE) including global stability, kinetic 
ion instabilities, plasma-material interaction, and turbu-
lent transport. WarpX was originally developed to simu-
late plasma accelerators, either laser-driven plasma 
accelerators or particle beam–driven accelerators, both 
of which use wakefield[53] acceleration.

An example fusion application of the preexisting 
WarpX models has been the study of the Alfvén ion 
cyclotron (AIC) instability.[54] This mode can increase 
axial loss of ions in mirrorlike geometries,[55] including 
the FRC. WarpX has been used to study a one- 
dimensional plasma composed of kinetic electrons and 
kinetic, anisotropic ions. The results of the simulations 
suggest a viable experimental strategy to explore the 
intentional stabilization of the AIC mode through suffi-
ciently short plasmas.[56] See Fig. 1 for visualization of 
magnetic field perturbations due to the AIC mode.

For global stability studies of fusion plasmas, TAE has 
contributed a 3D hybrid PIC model with fully kinetic ions 
and massless, isotropic, neutralizing fluid electrons. Such 
a model was originally developed for magnetospheric 
plasmas[57] but has also been very useful for FRC 
plasmas[58–60] because it captures the electromagnetic 
wave-particle interactions on Alfvénic and ion inertial 
timescales that determine global stability of FRC plasmas. 
TAE has refactored its in-house MPI/OpenMP implemen-
tation of this model, FPIC,[31,32] using WarpX and 
AMReX. Validations of this hybrid PIC algorithm, and 
computational performance, have been presented in 
a recent publication.[47] One of the validations that has 
been performed with the hybrid PIC model is the simula-
tion of magnetic reconnection in an initially force-free 
current sheet.

Four snapshots in time of a reconnection simulation 
are presented in Fig. 2. The measured reconnection rate in 
this simulation was found to match the value reported in 
the isothermal electron case in the literature.[61] The 
hybrid PIC model has also been validated against the 
growth rate of the tilt instability in fully 3D simulations. 
Three snapshots in time of an example tilt simulation are 
shown in Fig. 3.

bWarpX won the 2022 Gordon Bell prize for first-principles simu-
lations of laser-based electron accelerators, and it was the first ECP 
application project to run on the full scale of Frontier and complete 
its ECP milestone goal.
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Typical performance of the WarpX implementation of 
our hybrid PIC algorithm for a reactor-relevant FRC plasma 
is illustrated in Fig. 4. In this study, the mesh resolution of 
the 3D simulation is determined by the ion inertial length 
(which must be resolved in hybrid PIC) and is set as 
148 × 148 × 592 cells. The number of particles in each 
simulation is determined by available graphics processing 
unit (GPU) memory. We scale the number of A100 GPUs 
from 4 to 64 to accommodate from 60 to 960 particles/cell. 
This is a weak scaling study, which is more relevant than 
a strong scaling study when the mesh resolution is prede-
termined by the physics.

Figure 4 shows that we can push 0.8 to 12 billion 
particles in 0.5 s or less depending on the GPU count, 
with good weak scaling. A similar scaling plot for an 
identical study was shown by Groenewald et al.,[47] but 
the one shown here is approximately 1.5 times faster for 
every run. This highlights an important benefit of the 
collaboration. While TAE’s physics test suite here has 
remained the same, Lawrence Berkeley National 
Laboratory has made important computer science updates 
in the background including adding GPU-aware MPI, 
mixed precision, and particle sort improvements, leading 
to a significant speedup.

TAE is also continuing to develop a Darwin PIC 
model[52] that we intend to add to the WarpX suite of 
solvers. This will be used to improve our model of 
electrode biasing of the FRC plasmas. Part of this new 
model is a semi-implicit scheme to solve the Poisson 
equation, already adopted in the Aleph code,[63] which 
alleviates the need to resolve the electron plasma fre-
quency. This is important for long timescale simulating 
of the sheath and presheath at the electrode surfaces. 
Electrode biasing modifies radial force balance, which 
causes the plasma to respond on ion inertial (Alfvénic) 
timescales. These timescales will be captured by the 
magnetostatic component of the Darwin solver, with 
time variation carried by the PIC particle population.

Plasma-material interactions (PMIs) are of crucial 
importance for fusion as they determine some of the 
boundary conditions on plasma confinement. We have 
connected the open source kinetic PMI model 
RustBCA[34] to WarpX via the pywarpx interface to inte-
grate the physics of reflection, sputtering, and implanta-
tion into our framework of models. We also extended the 
existing WarpX binary collision module, which captures 
Coulomb collisions and fusion reactions, to include 
charge exchange interactions for the modeling of neutral 
beam injection.

Energy confinement in MFE plasmas is to a certain 
extent determined by a turbulent inverse energy cascade 
driven by electrostatic kinetic microturbulence. Models of 
this process must resolve the timescale and space scale of 
electron dynamics, which are very short in comparison to 
the ion scales required for global stability, so that 
Leadership Computing Facility (LCF)–class supercompu-
ters are required. A small number of nonlinear, fully 
kinetic, electrostatic simulations of the Vlasov-Poisson 
system were previously performed using TAE’s 
OpenMP/MPI code ANC[24,28,30] and validated against 
experimental fluctuation measurements.[26] We are now 
adopting WarpX for these simulations, and the resultant 
increase in simulation capability on multi-GPU LCF 
machines will permit detailed parameter scans that will 
allow us to understand empirically observed trends in 
plasma transport in FRC plasmas.

We have also used the WarpX code for first- 
principles simulations of terahertz radiation generation 
to support the development of a new experimental 
measurement of the internal magnetic field of the 
plasma.[64] Pulsed polarimetry, a Lidar technique, 
requires terahertz radiation with certain qualities, and 
WarpX simulations show that the requirements can be 
met by irradiating solid targets with intense laser 
light.

Fig. 1. One-dimensional WarpX kinetic simulation[56] of 
AIC instability, showing one Cartesian component of 
shear magnetic fluctuations. The vertical axis is normal-
ized to the ion cyclotron period τi, and the horizontal axis 
is normalized to the ion skin depth li. 
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The use of WarpX and AMReX fits well into the 
integrated modeling workflow mentioned in Sec. III 
because AMReX has a python application programming 
interface (API), pyAMReX, which enables our newer 
WarpX models to couple with our existing physics 
codes and with the experimental databases MSDB and 
MDSplus. Much of our WarpX development code is 
written in python using pyAMReX, even the CUDA 
accelerated portions of the code, and because 
pyAMReX allows zero-copy read/write access to the 
GPU memory that is managed by the C++ WarpX and 
AMReX application codes, there is little to no perfor-
mance penalty.

V. TAE AND ITS PPP PARTNERS

In addition to our participation in the WarpX com-
munity, TAE is at the center of multiple PPPs in fusion 
plasma physics, funded both by direct investment from 
TAE and by DOE instruments such as the Leadership 
Computing, Innovation Network for Fusion Energy 
(INFUSE), and Scientific Discovery through Advanced 
Computing (SciDAC) programs.

We are forming a computational platform that can be 
used to study a broad scope of plasma dynamics, 

algorithms, and an array of different confinement strate-
gies. This approach facilitates validation of in-house 
numerical tools through high-level comparison among 
various approaches. Our UCI partners can be more 
tuned toward the tokamak and stellarator strategy while 
we at TAE are spearheading the FRC-based strategy. 
Such a stereoscopic high level of computational strategy 
seldom appears, unless the present PPP platform exists.

UCI’s interest centers on tokamaks/stellarators and 
their implications for fusion reactors. Specifically, they 
are concerned with turbulent transport[65] and energetic 
particle (EP) confinement[66] and their cross-scale 
interaction,[67] which are some of the crucial issues for 
burning plasma experiments like ITER and FPPs. Ignition 
in these scenarios depends on self-heating by energetic 
fusion products, particularly alpha particles. The balance 
between the heating power and turbulent transport deter-
mines the performance of these fusion reactors.

There are no experimental data on alpha-particle 
transport in the ignition regime dominated by alpha- 
particle heating to extrapolate from existing fusion 
devices to the ITER and FPP. Therefore, predictive simu-
lation incorporating multiscale and multiphysics is criti-
cally important for the ITER operational scenario 
development and the FPP design, performance assess-
ment, and optimization.

Fig. 2. Two-dimensional fluid/kinetic simulation of magnetic reconnection, seeded with a single X-point, using the new hybrid 
solver. Vertical and horizontal axes (z and x directions) are normalized to the ion skin depth li in each plot. The four rows of plots 
show snapshots at times tΩci=0, 11, 18, and 27, where Ωci is the ion gyrofrequency. The left column of plots shows the 
normalized current density in the y direction (out of plane). The right column of plots shows the magnetic field lines as dashed 
lines, and the z component of the magnetic field in color. 
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Effective utilization of the OLCF Summit and the 
NERSC Perlmutter supercomputers has led to break-
throughs in the largest simulations using state-of-the-art 
GTC[65] to predict EP confinement.[66,67] Notably, EP con-
finement is predicted to be excellent in the ITER prefusion 
baseline scenario,[66] but the alpha particles in the fusion 

steady-state scenario suffer a large loss that requires further 
optimization of the operational scenario. This study is part 
of the SciDAC Integrated Simulation of Energetic Particles 
collaboration and DOE Fusion Energy Science FY2022 
Theory Performance Target and was selected for two oral 
presentations[68,69] at the 29th Biennial International 
Atomic Energy Agency Fusion Energy Conference held in 
London in October 2023.

Leveraging its physics capabilities and computational 
power, GTC has been extended to simulate the FRC 
geometry to study turbulent transport in the FRC 
experiments,[24,26] a collaboration with TAE researchers 
that led to the development of the FRC turbulence simu-
lation code ANC[28] and the GTC-X code.[70] In return, 
the new physics and computational capabilities developed 
through this PPP collaboration on FRC simulations ben-
efit GTC simulations of turbulent transport and EP con-
finement in tokamaks and stellarators.

VI. CONCLUSION

In conclusion, the ECP has provided the platform for 
and has contributed to the stimulation of the frontier of 

Fig. 3. Three-dimensional WarpX hybrid fluid/kinetic simulation of tilt mode in a dense FRC plasma using the new hybrid PIC 
solver. The initial state was an axisymmetric FRC equilibrium generated by one of TAE’s multifluid equilibrium codes.[62] 

Evolution of the tilt mode is shown at three times: t = 12, 55, and 60 Alfvén periods after the start of the simulation. 

Fig. 4. Parallel scaling of the WarpX hybrid PIC algo-
rithm on Perlmutter GPU nodes with a fixed grid size of 
148 × 148 × 592, while particle count increases propor-
tionally to the compute resources, i.e., a mixed strong 
and weak scaling test. Compare to Fig. 8 of Ref. [47]. 
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fusion research to a higher plane by its vast computa-
tional expertise. And, conversely, the active fusion 
research stimulated the application and further growth 
of the supercomputing via the ECP.

Since the conclusion of the ECP, the DOE has sponsored 
the Post-ECP Software-Ecosystem Sustainment Project 
(PESO). Several ECPs, including WarpX and AMReX, 
have joined as founding members of a new High 
Performance Software Foundation. These two important 
developments give us the confidence to continue building 
our fusion plasma integrated modeling suite on top of ECP 
tools.
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