
International Atomic Energy Agency Nuclear Fusion

Nucl. Fusion 63 (2023) 096005 (10pp) https://doi.org/10.1088/1741-4326/ace461

Global gyrokinetic simulations of the
impact of magnetic island on ion
temperature gradient driven turbulence

Jingchun Li1,6,∗, J.Q. Xu2,6, Y.R. Qu3, Z. Lin4,∗, J.Q. Dong2,5, X.D. Peng2 and J.Q. Li2

1 Department of Earth and Space Sciences, Southern University of Science and Technology, Shenzhen,
Guangdong 518055, China
2 Southwestern Institute of Physics, PO Box 432, Chengdu 610041, China
3 School of Physics, Nankai University, Tianjin 300071, China
4 University of California, Irvine, CA 92697, United States of America
5 ENN Science and Technology Development Co., Ltd, Langfang 065001, China

E-mail: jingchunli@pku.edu.cn and lijc@sustech.edu.cn

Received 27 February 2023, revised 27 June 2023
Accepted for publication 5 July 2023
Published 28 July 2023

Abstract
The effect of island width on the multi-scale interactions between magnetic island (MI) and ion
temperature gradient (ITG) turbulence has been investigated based on the global gyrokinetic
approach. It is found that the coupling between the island and turbulence is enhanced when the
MI width (w) becomes larger. A vortex flow that is highly sensitive to the width of the MI can be
triggered, ultimately resulting in a potent E×B shear flow and a consequent reduction in
turbulent transport. The shearing rate induced by the vortex flow is minimum at the O-point
while it is maximum at both of the two reconnection points of the island, i.e. the X-points,
regardless of the island width. There exists a nonmonotonic relationship between zonal flow
(ZF) amplitude and island width, showing that the ZF is partially suppressed by medium-sized
MIs whereas enhanced in the case of large island. A larger MI can tremendously damage the
ITG mode structure, resulting in higher turbulent transport at the X-point whereas a lower one at
the O-point, respectively. Such phenomenon will be less distinct at very small island widths
below w/a ∼ 8% ≈ 12ρi (a is the minor radius and ρi the ion gyroradius), where it shows that
turbulence near the X-point is hardly affected although it is still suppressed inside the island.
Furthermore, the influence of different island sizes on turbulence transport level is also
discussed.

Keywords: magntic island, turbulence, gyrokinetic simulation, vortex flow, ITG mode

(Some figures may appear in colour only in the online journal)

6 Joint first authors.
∗

Authors to whom any correspondence should be addressed.

Original content from this workmay be used under the terms
of the Creative Commons Attribution 4.0 licence. Any fur-

ther distribution of this work must maintain attribution to the author(s) and the
title of the work, journal citation and DOI.

1741-4326/23/096005+10$33.00 Printed in the UK 1 © 2023 The Author(s). Published on behalf of IAEA by IOP Publishing Ltd

https://doi.org/10.1088/1741-4326/ace461
https://orcid.org/0000-0001-9918-8880
https://orcid.org/0000-0003-4834-3005
mailto:jingchunli@pku.edu.cn
mailto:lijc@sustech.edu.cn
http://crossmark.crossref.org/dialog/?doi=10.1088/1741-4326/ace461&domain=pdf&date_stamp=2023-7-28
https://creativecommons.org/licenses/by/4.0/


Nucl. Fusion 63 (2023) 096005 J.C. Li et al

1. Introduction

Understanding the physics of interactions between magnetic
island (MI) and turbulence is a crucial topic in magnetically
confined plasma research which has attracted much atten-
tion recently [1–3]. On one hand, MI [4] is a ubiquitous
magnetohydrodynamic (MHD) structure induced by magnetic
reconnection [5] in both magnetized and space plasmas and
associated physics has been extensively studied, particularly
in the field of controlling techniques of tearing mode (TM)
[6] or neoclassical TM (NTM) [7] which would restrict the
high performance discharges of tokamaks. On the other hand,
turbulence regulates the energy flux of plasma from small-
scale instability to large-scale flow, which in turn affects global
confinement performance [8]. Besides, it is well known that
drift wave instabilities driven by steep density and temperat-
ure gradients such as ion temperature gradient (ITG) mode
[9–11] and trapped electron mode (TEM) [12] can cause
anomalous transport thus controlling the turbulence is a major
task in the present-day fusion research. The drift-wave turbu-
lence fluctuations can self-organize into a linearly stable zonal
flow (ZF) in the nonlinearly saturated stage, which acts as
an energy sink for turbulence [13–15]. Physically, the macro-
scale MHD activities are closely related to ZFs and micro-
turbulence. Any coupling to MI opens an additional channel
for turbulent energy dissipation and thus could provide an
important mechanism for stabilization of turbulence. Hence,
investigating the interaction between the MI and plasma tur-
bulence could not only promote the understanding of the
macro-instability but also provide potential controlling mech-
anisms of plasma performance in future fusion devices such as
ITER.

Over the last decade, much effort has been made in identi-
fying the background microturbulence in the presence of MIs.
Recent studies have primarily centered around the impact of
MIs on ion-scale microturbulence in tokamak plasmas. These
investigations have revealed that the interplay between multi-
scale phenomena occurs through mechanisms such as equilib-
rium modulation or the presence of meso-scale structures like
(ZFs) [16]. For example, in the confinement devices such as
the J-TEXT tokamak and the LHD stellarator, it is observed
that when the MI exists, there is will be a strong vortex E×B
shear flow, which triggers the suppression of turbulence by
MIs [17, 18]. At the MI separatrix, it is generally believed that
shear flow is enhanced. The first measurements of localized
reduction of turbulent density fluctuations as well as the reduc-
tion of cross-field transport at the O-point of m/n= 2/1 NTMs
is reported for DIII-D experiments (m and n are poloidal and
toroidal mode numbers, respectively) [19]. Turbulence and
its modulation by the flow shear development around the MI
in KSTAR is clarified [20] and a quadruple vortex flow was
demonstrated in the J-TEXT experiment when the islandwidth
is small [21]. In addition, experiments on the HL-2A tokamak
have shown that the modulation effect of the MI on turbu-
lence is limited to the inner region of the MI and there is a MI
threshold for modulating the turbulence aroundw∼ 4 cm [22],
which is consistent with Fitzpatrick’s theoretical predictions

[23]. Most recently, the multi-scale interactions amongmacro-
scale TM, meso-scale geodesic acoustic mode (GAM) and
small-scale turbulence are carried out in the edge plasma of
the HL-2A tokamak using the causality analysis method and
the effect of the MI width on the nonlinear coupling among
turbulence, GAM and TMs is also reported [24, 25].

On the theoretical side, Wilson and Connor established a
set of ITG Eigen equations describing the existence of MIs
based on the shear slab geometry, thus explaining the mech-
anism of the linear ITG mode being modulated in the island
[26]. Jiang et al also verified the modulation effect of MIs on
ITG in the linear phase [27] employing the global gyrokin-
etic code (GTC) [28]. In addition to the modulation effect on
the ITG mode in the linear phase, sufficiently large MIs also
suppress the turbulence level in the nonlinear phase. The influ-
ence of rotating islands on ITG turbulence has been examined
by Zarzoso et al using the GKW code, which is suggested
that in the nonlinear phase the MIs can suppress the turbu-
lence level inside the islands [29]. The turbulence level inside
the island can be reduced up to 50% in comparison with the
case of in the absence of MIs. Similar results has also been
confirmed by local GENE simulations which shows that the
helical flow with different shear intensities are increased on
both sides of the MI [30]. In addition to the suppression of
drift wave instability and turbulence, several mode coupling
effects caused by MIs have also been found in numerical sim-
ulations, for instance, fluid simulation byWang et al found that
when the MI width exceeds a certain level, a new radial non-
localized ITG mode will be excited inside its region, which
is called the MI induced ITG mode [31]. Hornsby et al also
found that the MI can resonantly couple to the low-n mode
generated in the nonlinear stage of ITG turbulence and excite a
vortex-like large scale potential structure, i.e. vortex flow [32].
Besides, a portion of the influence of turbulence onMIs can be
attributed to the polarization current effects, which arises from
the acceleration of flow around the separatrix of the MI. The
polarization current effects have been discussed in previous
literature. For instance, Brizard and Hahm conducted a two-
fluid, cold ion, collisional analysis to investigate the role of the
polarization current in the evolution of MIs in slab geometry
[33]. They specifically examined the combined effect of par-
allel electron dynamics and perpendicular transport (particle
diffusion and viscosity) on the distribution of the polarization
current within the MIs. By employing a method that involves
merging small-scale islands to eliminate the nonlinear excit-
ation of coherent MIs by turbulence, researchers were able
to specifically isolate and study the effects of the polariza-
tion current. The findings revealed that the polarization cur-
rent induced by turbulence can indeed have a destabilizing
effect on MIs, thereby impacting their overall stability [34,
35]. Furthermore, the influence of the polarization current on
the propagation of MIs has also been studied. It is observed
that for larger islands with widths significantly exceeding the
ion gyroradius (w≫ ρi), the free propagation velocity of the
islands matches the velocity of the E × B flow [36, 37]. On
the contrary, for smaller islands with widths comparable to
the ion gyroradius (w ≈ ρi), the propagation is significantly
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influenced by the ion diamagnetic flow. Although numerous
experimental observations and simulations have suggested the
influence of MI on turbulence and transport, the understand-
ing of the interaction between MIs and turbulence is not clear
enough, mainly due to its multi-scale, kinetic characteristic
and highly nonlinear physical nature, which makes it difficult
to describe by simple theoretical models. The in-depth explan-
ation of the nonlinear interaction between MIs, self-generated
vortex flows and turbulence are of great importance in pro-
moting the understanding of the physics of multi-scale inter-
actions, which is the primary goal of the present paper.

In this work, we present the global gyrokinetic analysis of
the impact of MI size on turbulent transport as well as the non-
linear multi-scale interactions. The rest of the paper is organ-
ized as follows. The physical model is presented in section 2.
The simulation results of the impact of island size on vor-
tex flow, local turbulence and transport are demonstrated in
section 3. Finally, the conclusions are drawn in section 4.

2. Physical model

The simulation model used in the present study is based on the
following gyrokinetic equation [33, 38]

d
dt fs
(
R, v||,µ, t

)
=
(

∂
∂t + Ṙ ·∇+ v̇||

∂
∂v||

−Ccoll

)
fs = 0.

(1)

where fs
(
R, v||,µ, t

)
is the distribution function for each

particle species s described in five dimensional spaces: the
gyrocenter position R, the parallel velocity v||, and the mag-

netic momentum µ. Ṙ is the gyrocenter velocity, v̇|| is the par-
allel acceleration and Cs is the collision operator, respectively.
Collisions are neglected in the simulations, namely Ccoll = 0.

In the framework of gyrokinetic theory, Ṙ and v̇|| can be
expressed as:

Ṙ= v||
B
B∗
||
+ vE+ vc+ vg, (2)

v∗|| =− 1
ms

B∗

B∗
||
· (µ∇B+Zs∇δϕ) , (3)

where Zs, ms, c, B, δϕ are the electric charge, the particle
mass, the light speed, the background magnetic field and

the perturbed electrostatic potential, respectively. The expres-
sion b≡ B

B represents the unit magnetic vector. B∗ = B+
msc
Zs
v||∇× b. B∗

|| = B∗ · b corresponds to the Jacobian determ-
inant in phase space. The gyrocenter velocity is consist of the
parallel velocity v||

B
B∗
||
, the E×B drift velocity vE =

cb×∇δϕ
B∗
||

,

the magnetic curvature drift velocity vc =
msc
ZsB∗

||
v2||∇× b and

the magnetic gradient drift velocity vg =
cµ
ZsB∗

||
b×∇B.

The implementation of the MIs in GTC code [28] is
achieved by adding an extra perturbation on the background
magnetic field, that is,B= B0 + δBI. References [27, 34] have
extensively discussed the implementation of this process in the

GTC code. For the sake of completeness, we also provide here
the procedure for introducing static MIs within the gyrokinetic
framework. In general, the magnetic field caused by the MIs is
much weaker compared to the background magnetic field with
a typical order about |δBI|

|B0| ∼ 10−4, thus the following approx-
imations are utilized [34]:

vE =
c(b0+δBI/B0)×∇δϕ

B∗
||

vc = msc
ZsB∗

||
v2||∇× b0

vg =
cµ
ZsB∗

||
b0 ×∇B0

∇× b ·∇B=∇× b0 ·∇B0

∇× b ·∇δϕ =∇× (b0 + δBI/B0) ·∇δϕ

. (4)

The above expressions imply that only the effect of the MIs
on the E×B drift velocity is retained since it plays a more
important role in the ITG instability and the generation of the
helical shear flow than the other two terms. We also keep B∗

||
to its first order as can be written as follows:

B∗|| = B∗0|| + δB∗||
B∗0|| =

(
B0 +

msc
Zs
v||∇× b0

)
· b0

δB∗|| = 2δBI · b0 + msc
Zs
v||

[
∇×

(
δBI
b0

)
· b0 +∇× b0 · δBI

B0

] . (5)

The expressions of Ṙ and v̇|| can be approximated as:

Ṙ= v||
B0 + δBI

B∗
||

+
c
(
b0 + δBI

B0

)
×∇δϕ

B∗
||

+
msc
ZsB∗

||
v2||∇× b0 +

cµ
ZsB∗

||
b0 ×∇B0, (6)

v̇|| =− 1
ms

B∗
0 +δBI
B∗||

· (µ∇B0 + Zs∇δϕ)− cv||
∇×

(
δBI
B0

)
B∗||

·∇δϕ .

(7)

According to the principle of the δfmethod, the propagator
d/dt≡ L and the distribution function fs need to be split into
an equilibrium part without MIs and a perturbed part. First let
the propagator L= L0 + δL, we have:

L0 =
∂

∂t
− µ

ms

B∗
0

B∗
0||

·µ∇B0
∂

∂v||
+ v||

B0

B∗
0||

·∇

+

(
msc
ZsB∗

||
v20||∇× b0 +

cµ
ZsB∗

0||
b0 ×∇B0

)
·∇, (8)

δL=

(
B∗
0||

B∗
||
− 1

)
L0 +

v|| δBIB∗
||

+
c
(
b0 +

δBI
B0

)
×∇δϕ

B∗
||

 ·∇

− 1

ms

B0 + δBI
B∗
||

· Zs∇δϕ
∂

∂v||
− 1

ms

δBI
B∗
||

·µ∇B0
∂

∂v||

− cv||
∇×

(
b0 +

δBI
B0

)
B∗
||

·∇δϕ
∂

∂v||
.

(9)

3



Nucl. Fusion 63 (2023) 096005 J.C. Li et al

Similarly, we split the distribution function fs = f0s+ δfs,
where f0s is the equilibrium part which is time-independent
satisfying L0f0s = 0. The solution of this equation is

f0s =
n0s

(2π v2th,s)
1.5 exp

(
− Es

T0s

)
, (10)

which is a localMaxwellian. n0s, T0s are the initial equilibrium
density and temperature of the system, vth,s =

√
T0s/ms is the

thermal speed, and Es = 1
2msv2|| +µB0 is the kinetic energy of

the particle. Defining the particle weight as ws = δfs/fs and
considering that L0f0s = 0 and (L0 + δL)(f0s+ δfs) = 0, we
can obtain the evolution equation for ws:

d
dt
ws =−

1
fs
δLf0s

=−(1−ws)×



c(B0 + δBIS)×∇δϕ

B2
0

·
1
f0s

∇
∣∣∣∣
v⊥
f0s︸ ︷︷ ︸

E×B

+
v||Zs
T0s

(
B0 + δBIS

B0
·∇δϕ

)
︸ ︷︷ ︸

parallel

+
Zs
T0s

(
v2||
Ωs

∇× b0 +
µ

msΩs
b0 ×∇B0

)
·∇δϕ︸ ︷︷ ︸

magnetic drift

+v||
δBIS
B0

·
1
f0s

∇|v⊥ f0s︸ ︷︷ ︸
flatten effect



.

(11)

Here Ωs = ZsB0/msc is the particle cyclotron frequency

with the gradient operator ∇|v⊥ f0s =
(
∇+ µ∇B0

T0s

)
f0s. As the

effects of MIs on drift terms are ignored hence we have let
B∗
0|| = B∗

|| = B0.
Once δfs is obtained, the perturbation density, current, and

pressure can be obtained from the integration of the function
in velocity space:

δns (x, t) = ∫
R→x

dvδfs
(
R,µ,v||, t

)
,

δJ||s (x, t) = ∫
R→x

dvv||Zsδfs
(
R,µ,v||, t

)
,

δP||s (x, t) = ∫
R→x

dvmsv
2
||δfs

(
R,µ,v||, t

)
,

δP⊥s (x, t) = ∫
R→x

dvµB0δfs
(
R,µ,v||, t

)
.

(12)

Here the integral operator ∫R→x dv≡ ∫ 2πB0
ms

dµdv|| ∫ dα
2π dRδ

(R+ρs− x) is used to convert values from the gyrocenter
coordinate back to the real coordinate.

Besides, the gyrokinetic Poisson equation is

Z2i n0i
T0i

(
δϕ − δϕ̃

)
= Ziδni+Zeδne . (13)

Here δϕ̃ (x, t) = 1
ni
∫R→x dvfi

(
R,µ,v||, t

)
δϕ̄ (R, t) is the res-

ult of transforming the cyclotron-averaged potential δϕ̄ (R, t)
back to the real coordinates.

Equations (1)–(13) form a closed system and can be util-
ized to simulate the ITG instability in the plasma with MIs.
For the electron, the gyro-radius ρe is small enough whose
Larmor radius effect can be neglected, and under such assump-
tions we obtain the drift kinetic electron model (DKE). While
the hybrid model addresses the zonal and nonzonal com-
ponents separately, the DKE model tackles both components
simultaneously, which is necessary when MIs are present.
This approach is essential to accurately capture the complex
dynamics of plasma turbulence in tokamaks, where the pres-
ence of MIs can significantly affect the behavior of both zonal
and nonzonal parts. This is in contrast to the hybrid model,
which does not fully account for the impact of MIs on the
plasma behavior. The DKE model therefore represents an
important advance in our understanding of plasma turbulence
and its role in tokamak performance.

3. Simulation results

3.1. Simulation setup

The cyclone base case-like equilibrium [35] is chosen in
our simulations, the equilibrium safety factor (q) profile
and the temperature and density profile profiles utilized in
the simulations are shown in figure 1. Here we focus on
the effect of an m/n = 2/1 MI on the nonlinear evolu-
tion of bulk plasma turbulence. At the plasma axis, the
ion and electron temperature are Te = Ti = 2.22 keV,
the densities are ne = ni = 1.13× 1013cm−3, the magnetic
field strength is B0 = 2.01254 × 104 G, the dynamical
plasma beta βe = 8πneTe/B2

0 = 0.25%, and the ion gyrora-
dius ρi/R0 = mic

√
kTi/mi/(BeR0) = 2.86× 10−3, where mi

is the ions’ mass, k is Boltzmann’s constant. The q = 2
rational surface (RS) is located at the center of the plasma
r = 0.5a, where the magnetic shear s = (r/q)(dq/dr) = 0.54.
Furthermore, the characteristic scale lengths of particle dens-
ity and temperature are defined as Ln = −(dlnn/dr)−1, and
LT =−(dlnT/dr)−1, respectively. At the q= 2 RS, we have set
R0/LTi = R0/LTe = 6.0, R0/Lni = R0/Lne = 1.9. The resolution is
chosen as (400× 100× 32) grid points in (r, θ, ξ) coordinates
in order to ensure that the resolution on the poloidal section
satisfies r∆θ ≈∆r≈ ρi, where ξ refers to toroidal direction of
a tokamak. A periodic boundary condition is used in the tor-
oidal direction in GTC, while linear boundary conditions are
employed in the extrapolation and the finite difference region
in the radial direction. One hundred ions and electrons cells
are loaded in simulations in order to obtain sufficiently low
particle noise. It is worth noting that simulating the multiscale
interactions in this study requires a significant amount of com-
putational resources, especially if more cells are included.
While indeed increasing the number of cells can improve the
accuracy of the simulations, such treatment is beyond the
present computational capacity. On the other hand, extremely
fewer cells would prevent us from accurately capturing the real
physical processes, as the level of particle noise would be com-
parable to those of the perturbed quantities. Furthermore, since
high-frequency modes with ωH = k||k⊥ (λD/ρi)ωpe might be
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Figure 1. (a) The grid mesh of the equilibrium, (b) the safety factor
q profile, (c) the temperature and density profile profiles utilized in
the simulations. The vertical dashed line denotes the q = 2 RS.

excited under DKE description, we have limited the time step
to ∆t = 0.001R0/Cs, thus satisfying ωH∆ t < 1 and numerical
instabilities can be efficiently removed.

We added a MI with n/m = 1/2, centered at r = 0.5a
corresponding to the location of q = 2 RS, whose width
was adjusted by varying the coefficient manually. The MI
was implemented by a perturbed magnetic vector potential
δAI || = −δA||0 × R0B0cos(2θ − ξ), where R0 and a are the
major and minor radii of the tokamak, respectively. The heli-
city of the MI was m = 2, n = 1. Similar to the definition
of the MI width in [29], the half width of the island w is given
here in terms of the amplitude of the parallel component of the
vector potential δA||0, the safety factor q, the magnetic shear
s = (r/q)(dq/dr), the magnetic field strength B, and the major
radius R0.

w2 =
2qδA||0R0

Bs
.

Based on the analysis presented in [34], we have care-
fully selected a specific set of toroidal mode numbers for our
investigation, namely n = 1, 9, 10, and 11. It is worth noting
that these distinct mode numbers have distinct physical inter-
pretations: the n = 1 mode is associated with MIs, while the
n= 9, 10, and 11 modes are indicative of high-n ITG instabil-
ity modes.

3.2. Effect of island width on turbulence and flows

Figure 2 gives the time evolution of δϕ 10,20 (with the nota-
tion ϕ n,m denoting the potential of a specified m and n) under
different MI width. The selection of such mode numbers is
based on the fact that linear analysis has demonstrated that the
m/n = 20/10 ITG mode is most unstable in the present study
[27]. Setting the electron temperature gradient as the same as
the ITG may excite both TEM and ETG modes. However, it is
certain that revealing the electron modes requires a higher res-
olution in mode numbers thus only the ITGmodes are retained
in the work. The evolution of various modes calculated by
GTC under similar parameters can be found in figure 3 of [36].
A time window of 35 R0/Cs −50 R0/Cs in figure 2 was chosen
for averaging. The horizontal lines do not represent the time

Figure 2. Time evolution of the amplitude of δϕ 10,20 under
different MI width. A time window of 35 R0/Cs −50 R0/Cs was
chosen for averaging.

period used for averaging in any arbitrary time window, but
are used to show the values of different time windows during
the saturation phase. The electrostatic potential of the (m = 2,
n = 1) mode was diagnosed at the RS position with q = 2,
located at r = 0.5a. It can be seen that in the absence of MI,
the value of δϕ 10,20 is much lower than with a MI. Moreover,
the mean amplitude of δϕ 10,20 becomes larger when increas-
ing the island width, as indicated by the horizontal lines. It is
noticed that the turbulence driven ZFs are the key saturation
mechanism in our case thus it is strongly suggested that the
coupling between the MI and turbulent flows is increased in
the presence of a static MI.

Figure 3 shows the two-dimensional (2D) mode structure
of MI in terms of the perturbed electrostatic potential δϕ 1,2.
Figure 3(d) is that in the absence of MI while figures 3(a)–
(c) are the corresponding structures with island width of
w/a = 14% w/a = 17.86%, and w/a = 20%, respectively. It
is noted that δϕ 10,20 refers to high-n modes that are typically
associated with the perturbations generated by ITG instability,
and therefore is an ITG mode. Meanwhile, δϕ 1,2 corresponds
to the modes associated with MIs, which are used to charac-
terize the electrostatic perturbations consistent with the hel-
ical features of the MIs as mentioned in section 3.1. It can be
seen that in the nonlinear stage, since the poloidal and toroidal
mode structure tend to follow with the topology of the MI,
the structure of δϕ 1,2 is localized around the MIs, forming a
large-scale vortex structure that elongated in the radial direc-
tion. Meanwhile, for the case without MIs, δϕ 1,2 only appears
as discrete small-scale structures in the radial and poloidal dir-
ection, as shown by figure 3(d). The formation of such kind
of large-scale vortex structure (vortex flow) is generally con-
sidered to be similar to the generation mechanism of ZF, that
is, when there are MIs, the motions of ions and electrons along
the magnetic lines cannot balance each other, and this asym-
metry leads to the same excitation of large-scale structures

5
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Figure 3. Structure of the perturbed potential component δϕ 1,2

on the poloidal plane. (a) w/a = 20% at t = 47 R0/Cs,
(b) w/a = 17.86% at t = 49.6 R0/Cs, (c) w/a = 14% at 47.2 R0/Cs
and (d) without magnetic island at 52 R0/Cs. The black dashed lines
represents the magnetic island structure. The time points are selected
to ensure that the corresponding perturbation is at a maximum value.

which will be coupled with the MI structures [37]. Obviously,
from our results, the larger the MI, the stronger the imbalance
force is, and finally results in a more prevailing vortex flow.

Previous numerical simulations have found that the elec-
trostatic vortex mode in the MI will generate a strong E×B
shear flow at the boundary of the MI [30], thereby suppressing
the drift wave instability and blocking the diffusion of external
turbulence into the MI. Here we define the helical coordinate
and E×B flow as [34]:

ξ = mθ− nζ, (14)

vξ =−∇δϕ n>0×B
B2
0

· eξ . (15)

Here ξ is the helical angle and δϕ only contains the n > 0
component of the potential fluctuation as the mode with n= 0
is the conventional ZF which differs with the helical flow. The
average spiral flow ⟨vξ t⟩ was estimated during the simulation
time interval t = 35R0/CS to t = 45R0/CS. Figure 4 shows the
typical profiles of the mean ion density, helical flow and 2D
structure of the flow fluctuation in the presence of MIs, where
figures 4(a)–(c) are the case with w/a = 14% while (d)–(f )
are that for w/a = 8%. The profile flattening effect is clearly
observed at t = 39R0/CS which is enhanced by increasing the
island width. We take into account the flattening effect within
the MI in all simulations. Only after the pressure is flattened

within the island do we consider the nonlinear coupling pro-
cess between the MI and turbulence. Furthermore, the mean
helical flow at the island boundary not only has a large amp-
litude, but also has a strong shear as the MI width becomes
larger, which can be concluded by the comparison between
figures 4(b) and (e). The poloidal structure of helical flow is
mainly distributed along the boundary of the MI. This shear
flow is mainly generated by the (2, 1) vortex mode near O-
point, while at the reconnection site, the high-n structure of
ITG turbulence and the (2, 1) structure corresponding to the
MIs exist simultaneously, as shown by figure 4(c). At the
boundary of MIs, the helical flow exhibits maximum shear
or slope, with the most pronounced helical flow occurring at
the reconnection point or MI boundary, regardless of island
size. In contrast, the helical flow at the O-point of the MI is
found to be the weakest. It can be inferred from figure 4(c)
or (f ) that the maximum gradient of the potential fluctuation,
i.e. the radial electric fields will reach maximum just outside
the island region, leading the strongest drive force for the ZFs
in terms of Reynolds stresses [13] as shown in figure 4(b) or
(e). However, it should be noted that the maximum amplitudes
of ZFs locate outside the island due to the suppression of tur-
bulence byMIs around them. Furthermore, it is also found that
the time required to fully flatten the density profile inside the
MIs is computationally long for small island width and amp-
litude. Small MIs are also characterized by helical flow and
shear near the separatrix, but the shear is relatively small which
is suggested to be due to the fact that the amplitude of the
vortex modes under the small MIs are relatively low. In our
simulations, the low-n components in the electrostatic poten-
tial are generally attributed to the vertex flow induced by MIs,
while the high-n modes and the helical flow are considered to
be caused by both MI and turbulence.

The effect of island width on the amplitudes of zonal com-
ponent is shown in figure 5(a). The diagnostics position is loc-
ated at the r/a= 0.5, and a timewindow of 35R0/Cs−50R0/Cs
was chosen for averaging (except for the case of w/a = 20%
due to its relatively short time to reach the quasi-steady state).
It is found that the zonal field, denoted by the root-mean-
square (RMS) of the n = 0 component, is increased with the
MI width under large MIs. The finding is different with previ-
ous studies which suggest that the TMs would suppress both
turbulence and ZFs [16]. We claim that the differences might
strongly depend on the simulation models (fluid or gyrokin-
etic), methods (local or global) and equilibrium physical para-
meters. This is easily to be understood as the linear and non-
linear properties of ITG turbulence strongly depends on the
models and physical parameters, for instance, the ITGs are
known to be subjected to the finite-β stabilization whereas we
have assumed pure electrostatic ITG turbulence in this work.
The geometrical and electromagnetic effects will be important
aspects to be resolved in the forthcoming works. The effect
of island width on ZFs is depicted in figure 5(b), where it is
shown that the scaling of ZF amplitude with MI width gener-
ally exhibits a nonmonotonic relationship, i.e. the ZF is sup-
pressed byMI for the case of moderate widths as demonstrated
by lots of simulation works, however, it is enhanced by the
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Figure 4. Radial profiles of ion density and mean helical flow as well as the 2D structure of the flow perturbation within t = 35–45 R0/Cs.
(a)–(c) are the case with w/a = 14% while (d)–(f ) are that for w/a = 8%. The magnetic island structure is illustrated with the black dashed
lines. The blue dotted line, the back line, and the red line denotes the separatrix of magnetic island, the initial ion density profile as well as
the fattened ion density profile at t = 39R0/Cs.

large MI, as shown by figure 5(b). The case of w/a = 8% is
similar to that of w/a = 12% as both of the amplitudes of the
MIs are relatively small, hence their effect on the turbulence
and helical flows cannot be clearly distinguished. The results
can also be inferred from figure 5(b). The values and errorbars
are extracted from the time ranges indicated by the lines by
mean values and standard deviations in figure 5(a). The non-
monotonic relations among turbulence, GAMand islandwidth
were also partially demonstrated in the experiments on theHL-
2A tokamak [25].

The structure of the ITG turbulence under different MI
width is illustrated in figure 6, which gives the full electro-
static potential structures of high-n modes(with n > 1), were
obtained at a specific time point, namely, t = 46 R0/Cs. It
can be seen that the MI has a clear impact on the structure
in the nonlinear stage of ITG turbulence. The turbulence tends
to reorganize itself around the island, resulting in a signific-
ant reduction in its amplitude when the island size is large. It
can be seen that the ITG mode deviates from the original bal-
looning mode structure, and gradually converges around the
X-point on both sides. In the fully developed nonlinear stage,
the ITG mode within the MI has almost completely disap-
peared, while more pronounced ITG turbulence emerges near
the X-point on both sides of the separatrix. For instance, in
figure 6(a), when w/a = 20%, a clear ITG turbulence struc-
ture is present. As the MI width decreases, the enhancement
effect at the X-point weakens, and the mode structure around
the O-point becomes more prominent, as seen in figure 6(d).
When the MI is small enough, an obvious mode ITG turbu-
lence structure will appear at or near the O-point, however, the
enhancement of the mode structure at the reconnection site can
hardly be seen. Such results have suggested that the inhibitory

effect of the MIs on ITG turbulence is very weak under the
cases of small MIs. The suppression of the ballooning struc-
ture by the MI can be regarded as the flattening of the internal
pressure of the MI hence the driving force of the ITG turbu-
lence becomes smaller.

In addition to the effects ofMI on the structure of both flows
and turbulence, the influence of MIs on transport is also an
important topic which will give a more clear understanding of
the cross-scale interactions between MIs and turbulence. The
transport in the system of ITG turbulence in the presence of
magnetic can be defined as follows:{

ñi (r, t) = ni (r, t)−⟨ni (r, t)⟩t,
ñ2i (r) =

⟨
ñ2i (r, t)

⟩
t
.

(16)

where the intensity of turbulence is treated as the RMS val-
ues of the ion density fluctuation, which is denoted by the dif-
ference between the total density ni (r, t) and the average ion
density ⟨ni (r, t)⟩t within a given time period. We denote ñi (r)
as the turbulence intensity in the absence of MIs, and ñ ′2

i (r)
as the turbulence intensity in the presence of MIs. The role of
MIs can be written as their difference in turbulence intensity:

∆ñ2i (r) = ñ ′2
i (r)− ñ2i (r) . (17)

Besides, we define the particle diffusion coefficient D, ion
and electron thermal conductivity χ i and χ e as:{

D= 1
n0i∇n0i

∫ dvvrδfi,
χ x =

1
n0x∇T0x

∫ dv
(
1
2mxv2 − 3

2Tx
)
vrδfx

. (18)

Here vr = vE×B+ vδB consists of electric drift velocity and
radial flow induced by the MI in the radial direction. Figure 7
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Figure 5. (a) Time evolution of zonal field for three MI width of
w/a = 8%, w/a = 12%, w/a = 14% and w/a = 20%. (b) Scaling of
ZF amplitude on island width.

shows the results of the influence of MIs on turbulent transport
under differentMI sizes. The transport coefficients are normal-
ized by the gyro-Bohm unit which is defined asDGB = χGB

i =
ρ2i vi/a. The normalization of transport coefficients (DGB) is
evaluated per flux surface and hence depends on the radial
coordinate. It also should be emphasized that ∆ñ2i (r) cor-
responds to time-propagated values averaged over the time
range of t = 45–55R0/Cs in figure 7. The turbulent intensity
is continuously reduced inside the island while stronger fluc-
tuations appear outside the island and at X-point when the MI
width becomes larger, which can be seen from figures 7(a1)–
(a3). When the MI is rather small, the turbulence enhance-
ment at X-point becomes less obvious; nonetheless, the phe-
nomenon of turbulence suppression inside the island still
remains. In addition, figures 7(c) and (d) suggests that the
transport is almost fully suppressed inside the island region
together with enhanced turbulence transport near the X-point,
which is consistent with the ITG turbulence structure shown
previously. As the MI is as small as 8%a, both the transport
enhancement by X-point and the reduction by O-point dis-
appear, as can be found in figures 7(d1)–(d3). Nevertheless,
there is still an enhancement of turbulent transport near the
separatrix of MI. These results might be closely related to

Figure 6. The ITG turbulence structure under different island
width: (a) w/a = 20%, (b) w/a = 14%, (c) w/a = 10% and
(d) w/a = 8%.The black dashed lines represents the magnetic island
structure.

the enhanced transport during resonant magnetic perturba-
tions which induces island chains in the edge region, thus
providing a transport channel for the particle transport [39].
Through our calculations, we have observed that even when
w = 9%a, the transport enhancement at the X-point remains
present. Hence, we have determined the minimum MI size,
i.e. w = 8%a = 12ρi, that leads to the observed transport
enhancement at the X-point. This implies that when the MI
size exceeds this threshold, the transport enhancement by the
X-point effect can be observed, while it disappears when the
MI size is below this threshold. Regarding the quantitative
relationship between the reduction of MI turbulence and the
width w of the island, it remains challenging to establish a
definitive dependence between them at present.

In general, it is noted that the presence of the MI tends to
stabilize the turbulence around the O-point, which is consist-
ent with previous gyrokinetic simulations [30, 40, 41]. When
the width of the MI is large (w > 8%a ≈ 12ρi), the suppres-
sion of turbulence inside the island by the external turbulence
is more significant. This is mainly due to the flattening of the
pressure gradient inside the island, which weakens the lin-
early driven instability. Very small islands (w ≈ 12ρi) seem
to have little effect on turbulence, while the effect of islands
with w ⩾ 22ρi is more significant. This result is qualitatively
similar to the result reported in [30], and an obvious enhance-
ment of turbulence can be observed around the X-point. This is
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Figure 7. The impact of MI width on turbulent intensity and transport in terms of relative amplitude, particle diffusion coefficient, ion and
electron thermal conductive coefficients in gyro-Bohm units. (a1)–(d1): w/a = 14%, (a2)–(d2): w/a = 10%, (a3)–(d3): w/a = 8%. The
magnetic island structure is illustrated with the black dashed lines.

mainly because, in the simulation, the energy flux is the same
on both sides of the simulation box. When the island reduces
the horizontal turbulence around the separating point, energy
will flow through a path that does not pass near the O-point,
leading to an increase in fluctuation around the X-point. When
theMI is of intermediate to small scales (w< 12ρi), the impact
of the island on turbulence is relatively small, and a significant
transport enhancement begins to appear at the O-point due to
the weakening of turbulence drive. Similarly, it is the increase
in transport enhancement around the O-point caused by the
weakening of turbulence that leads to the screening of trans-
port enhancement around the X-point.

4. Conclusion and discussion

Global nonlinear simulations of the influence of MI width on
ITG driven turbulence are carried out using the electrostatic
gyrokinetic equation incorporated with static m/n = 2/1 mag-
netic perturbation. The self-consistent evolutions of both the
(2, 1) mode and ballooning parity microturbulence represented
by ITG are achieved by introducing the flattening effect of the
MI on profiles. Results have shown that the amplitude of the
high-nmode increases withMIwidth, indicating that the coup-
ling between the MI and the turbulence is stronger with a lar-
ger island size. The large-scale electrostatic structure, i.e. the

so-called vortex flow exists around the island which drives
a strong E×B shear flow at the boundary of the MI whose
amplitude and shear is increased with island width. Besides,
the turbulence is enhanced at X-point whereas reduced at the
O-point side once the island is large enough. Such effect is
weakened as the island becomes smaller and almost disap-
pears when w/a = 8%, however, the turbulence is still influ-
enced at the island separatrix. The turbulence transport is also
largely affected by the MI, showing that it decreases inside the
island whereas increases outside it close to the X-point, which
is in qualitatively consistent with recent experimental findings
[42–44]. The presence of macroscopic MIs usually has dele-
terious effects on the confinement and performance of toka-
mak plasmas [45, 46]. However, experimental observations
have shown that depending on the strength of perturbations
and plasma responses, MIs can also enhance thermal confine-
ment and reduce turbulent transport levels. In particular, their
beneficial role in forming internal transport barriers has been
demonstrated in experiments [18, 42]. In the HL-2A tokamak,
it has been observed that the perpendicular flow is very small at
the center of the island near the O-point and strongly enhanced
around the boundary of the island and the density fluctuations
inside the island are generally weakened. This suggests that
MIs can suppress local turbulence [43]. In KSTAR, 2D pro-
files of electron temperature and poloidal flow measurements
have shown that MIs can act as either barriers or fast channels
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of electron heat transport. When the poloidal flow is perturbed
to have a vortex structure, the MI acts more like a barrier with
respect to electron heat transport. The positive flow shear in
the inner region suppresses electron temperature turbulence
near the O-point, and only a narrow region close to the X-point
shows significant electron temperature turbulence levels [44].
Therefore, our simulation results are in well agreement with
recent experimental results.

The suppression effect by MI on the global transport prop-
erties generally vanishes as long as the island is sufficiently
small, however, it still exists near the separatrix of the island.
Moreover, as mentioned earlier, the influence of polarization
current on the interplay between MIs and turbulence cannot
be disregarded [47–51]. Nonetheless, it is challenging to dis-
tinguish the specific contribution of the polarization current
from other nonlinear interactions in the framework of gyrokin-
etic study. Therefore, studying the polarization current effects
during the interaction between turbulence andMIs is currently
not feasible and will be carried out in the future.
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