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ABSTRACT

Stabilization of a model magnetic island in tokamaks by localized electron cyclotron current drive (ECCD) has been studied using a fluid-
kinetic hybrid model coupled with ray tracing and Fokker�Planck equations. Even though a gyrokinetic toroidal code at present is not able
to simulate the long-time evolution of tearing modes, which starts from small perturbation and evolves to the Rutherford regime, we can still
calculate a model magnetic island and its stabilization by ECCD. Gyrokinetic simulations find that the model magnetic island can be fully
stabilized by the ECCD with the 1MW 68GHz X2-mode in HL-2A-like equilibrium, while the model magnetic island in the DIII-D tokamak
is only partially stabilized with the same ECCD power. A helicoidal current drive is more efficient than a continuous ECCD to stabilize the
model magnetic island. Simulation results further indicate that, without external current drive, thermal ion kinetic effects could also reduce
the magnetic island width and the linear growth rate of tearing modes.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5111127

I. INTRODUCTION

Tearing mode (TM) instabilities can degrade plasma perfor-
mance and may even lead to disruptions.1–4 Various methods for TM
control have been established and verified in experiments such as elec-
tron cyclotron current drive (ECCD),5,6 lower hybrid current drive,7

externally applied resonant magnetic perturbations,8,9 and neutral
beam injection.10 Since ECCD can be highly localized and robustly
controlled, it is considered to be an effective and successful method of
controlling TMs. Experiments of ECCD and electron cyclotron reso-
nant heating (ECRH) on many devices such as ASDEX Upgrade,11

DIII-D,12 and JT-60U13 have shown complete suppression of TMs or
neoclassical tearing modes (NTMs),14 a class of tearing modes driven
by bootstrap current. Moreover, results in DIII-D have also shown
that the stationary operation of hybrid scenario plasmas was success-
fully attained until the ECCD was turned off, suggesting that tearing
mode stabilization with ECCD is critical for stable operation.15

The TM stabilization conditions have been achieved in the HL-2A
tokamak,16,17 so this device is considered here as a typical case for the
tearing mode suppression. Only TM stabilization by ECRH has been
achieved in HL-2A experiments. Similar experiments have also been
reported in TCV,18 TEXTOR,19 ASDEX Upgrade,20 etc. TM stabiliza-
tion by ECCD requires a toroidal component to the electron cyclotron
(EC) injection. In DIII-D, La Haye et al. used active feedback to control
the neoclassical tearing mode.21 Subsequently, the complete suppression
of the m/n¼ 2/1 neoclassical tearing mode was achieved using ECCD
to replace the missing bootstrap current in the island’s O-point.22

Since the TMs and neoclassical tearing mode stabilization by
ECCD are still under investigation, it is essential to conduct the corre-
sponding simulations in order to facilitate and test the design of the
real-time control system for TMs. Numerical studies of TM stabiliza-
tion by ECCD have been carried out using various numerical algo-
rithms.23–28 Some of these algorithms are based on the full MHD in
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toroidal geometries. Popov et al. have simulated the TM suppression
by a radially localized toroidal current from ECCD29 with a full MHD
code. Jenkins has calculated the TM stabilization with ECCD using the
NIMROD code and demonstrated the complete suppression of the
(2,1) tearing mode.30 However, these works fall short of realizing a
fully coupled, self-consistent model for ECCD/MHD interaction,
including toroidal effects and kinetic effects.

In fusion plasmas, the ions can have significant kinetic effects on
the evolution of tearing modes. Analytically, Cai et al. found that the
co-circulating energetic ions can stabilize the TMs.31 Subsequently,
they reported the effects of energetic particles on TMs from M3D-K
simulations.32 In their model, background thermal ions and electrons
are treated as a single fluid, and the energetic ions are described by the
drift kinetic equation. Hornsby et al. studied the nonlinear tearing
mode evolution with the gyro-kinetic code GKW and their self-
consistent interaction with electromagnetic turbulence.33 The kinetic
effects of thermal ions on the TM stabilization are an important area
of study that has not been investigated thoroughly.

We have performed kinetic simulations of tearing modes and
their suppression with localized current drive in tokamak plasmas by
using the gyrokinetic toroidal code (GTC),34 which has been exten-
sively applied to study neoclassical transport,35 energetic particle trans-
port,36 Alfv�en eigenmodes,37,38 microturbulence,39 and current-driven
instabilities including kink40 and tearing modes.41,42 In Ref. 42, we
studied the effect of ECCD on the magnetic island. However, the
ECCD model used there is an analytical model, and simulations were
performed in a cylinder.

In order to study the influence of ECCD on TMs more precisely
and guide the future experiments of TM stabilization on specific toka-
maks, we carry out gyrokinetic simulations43 in toroidal geometry.
The effect of ECCD on a model magnetic island is investigated
through the coupling between the GTC and GENRAY/CQL3D pack-
age44 with ECCD ray tracing and Fokker-Planck operators. The cur-
rent GTC simulations find that the TM magnetic island can be
perfectly stabilized by the 1MW 68GHz X2-mode in the HL-2A toka-
mak, while instabilities in the DIII-D discharge are only partially stabi-
lized with the 1MW 110GHz X2-mode ECCD due to inadequate
power input. Our simulation finds that a helicoidal current drive is
more efficient than a continuous ECCD. This means that ECCD cur-
rent deposition at the O point is more efficient than continuous
deposition, and our results are consistent with previous simulation
results.24,45 These simulation results also indicate, both in HL-2A and
DIII-D, that the presence of thermal ion kinetic effects can reduce the
island width and the linear growth rate, and the kinetic effect of ther-
mal ions on TMs is more pronounced with higher ion temperature.

The remainder of this paper is organized as follows: The simula-
tion model of TM suppression by ECCD is introduced in Sec. II. The
driven current characteristics and its mechanism for controlling the
model magnetic island, as well as the ion kinetic effects on the TM sta-
bilization, are presented in Sec. III. Finally, brief conclusions are drawn
in Sec. IV.

II. MODELING

In order to study the low-frequency MHD instabilities, such as
resistive tearing modes, a massless electron fluid model can be coupled
with gyrokinetic ions through the gyrokinetic Poisson’s equation and
Ampère’s law.41 In this work, we neglect the electron kinetic effects,

which has been implemented in GTC using a fluid-kinetic hybrid elec-
tron model46 and a conservative scheme for solving the electron drift
kinetic equation.47 To study the effects of ECCD on TM, the ECCD
current is obtained by employing the GENRAY/CQL3D code, which
solves ray-tracing and Fokker-Planck equations.

A. Gyrokinetic ion and massless electron fluid model

The gyrokinetic equation48,49 describing toroidal (magnetized)
plasmas in the inhomogeneous magnetic field is given by

d
dt
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Here, index a ¼ e; i stands for the particle species, electron or ion. X,
l, are vk are the particle guiding center position, the magnetic
moment, and the parallel velocity. /; Ak are the electrostatic potential
and parallel vector potential, respectively, and both are gyro-averaging
for ions. Za is the particle charge,ma and Xa are the particle mass and
cyclotron frequency, B0 � B0b0 is the equilibrium magnetic field,
B�0 ¼ B0 þ ðB0vk=XaÞr � b0; B�k ¼ b0 � B�0, and the expression of B�

can be found in Ref. 47. B � B0 þ dB, which incorporates all the mag-
netic perturbation. For the electron, a Krook collisional operator,
@
@t fe0 ¼ gðfe � fe0Þ, is used to provide resistivity, where fe0 is the equi-
librium distribution function. For the ion, the collision operator
@
@t fi
� �

collsion
has been implemented in GTC; however, as in Ref. 42, we

will omit it in this work.
To reduce particle noises, a perturbative (df) simulation scheme

has been used.50,51 Assuming a neoclassical solution for the equilib-
rium distribution function (fa0) that satisfies the equilibrium drift
kinetic equation

L0fa0 ¼ 0; (4)
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is the equilibrium propa-
gator. Subtracting Eq. (1) by Eq. (4), the equation for the perturbed
distribution dfa is
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L¼ L0þ dL: On the right side of Eq. (5), we use a shift Maxwellian as
an approximation of the neoclassical solution (f0). Defining the particle
weight as wa ¼ dfa=fa, we can rewrite Eq. (1) as the weight equation
by using Eq. (5)
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The dynamic equation [Eq. (6)] together with the field equations
[see Eqs. (11) and (12)] forms the closed system of equations for the
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nonlinear gyrokinetic simulations. For ions, we use these standard
gyrokinetic formulations. For electrons, we integrate Eq. (1) to get the
perturbed fluid continuity equation
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and the parallel momentum equation

ne0me
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with the total electron density ne, parallel flow uke, and pressure pe the
sum of their equilibrium and perturbed parts, i.e., ne ¼ ne0 þ dne;
uke ¼ uke0 þ duke, and pe ¼ pe0 þ dpe. Since this work is focused on
the resistive tearing mode, we neglect the electron inertial term on the
left hand side of the momentum equation. Furthermore, we treat the
effect of the ECCD source entering as an additional force on the elec-
tron fluid, thereby reducing the massless electron momentum equa-
tion to the parallel force balance equation

@dAk
@t
¼ �cb0 � rd/þ c

ne0e
b0 � rdpe � cgðdj� djeccd � djbsÞ: (8)

Here, dj ¼ � c
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?dAk, djeccd is the EC-driven current density, And
djbs is the perturbed bootstrap current, which has a simple form
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ffiffiffiffiffiffiffiffi
ðe0Þ

p
Bh

@dp
@r

: (9)

We need an additional pressure diffusion equation to cover the pres-
sure flatting effect inside the magnetic island
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where r̂2
k is the gradient operator defined along the total magnetic

field and rk and r? are the operators defined along the equilibrium
magnetic field. With Eqs. (9) and (10), we could study the bootstrap
current effect; however, since this article focuses on TMs, the

calculations in this paper do not consider the djbs term except for spe-
cial statements. In order to complete the fluid model, we use the gyro-
kinetic Poisson’s equation

4pZ2
i

Ti
ðd/� d~/Þ ¼ 4pðZidni � edneÞ (11)

and the parallel Ampère’s law

ene0duke ¼ djþ Zini0duki; (12)

where ni and uki can be calculated from the standard gyrokinetic
model for ions,46 namely, Eqs. (1)–(6).

The gyrokinetic ions (1)–(6) and fluid electrons (7) and (8) are
coupled through Eqs. (11) and (12). These equations form a closed
system, which can simulate the low frequency MHD instabilities. It
should be noted that for the fluid simulations, we treat both electrons
and ions as fluid. The reduction of the ion gyrokinetic equation to
ideal MHD equations has been shown in Ref. 52, which is neglected
here. The difference between the electron and ion continuity equation
is that the introduction of the term of the ion finite Larmor radius
effect.

B. Model for electron cyclotron current drive

The ECCD current is calculated using the GENRAY/CQL3D
software package.44 The two principal equations solved in the package
are ray-tracing equations and Fokker�Planck equation.

The ray-tracing equations are
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¼ � c
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x
@D0=@Z
@D0=@x

: (15)

Here, we use cylindrical coordinates R ¼ ðR;u;ZÞ, where R is the
major radius, u is the toroidal angle, and Z is along the vertical axis.
N ¼ Kc=x ¼ ðNR;M ¼ RNu;NZÞ. D0 is the dispersion function cal-
culated using the magnetized cold plasma approximation and is given
in Ref. 44. In our calculations, the poloidal injection angle, a, is defined
with respect to the Z ¼ constant plane at the source, with positive
angles above the plane and negative below. The toroidal injection
angle, b, is measured counterclockwise with respect to the Z axis. x
denotes the wave frequency, and the dispersion relation is calculated
with cold plasma approximation.

The 3-dimensional bounce averaged Fokker�Planck equation,
2-D in momentum space (slowing down, pitch-angle), and 1-D in
configuration space (radial dimension) for the electron distribution
function fe are given by

@fe
@t
¼ @fe
@u

DEC
@fe
@u
þ Ĉfe; (16)

where DEC is the diffusion coefficient of the electron cyclotron wave
(ECW) in the velocity space, u ¼ p=me is the normalized momentum,
and Ĉ is the collision operator. Solving the Fokker�Planck equation,
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we obtain the distribution function. The driven current density can be
calculated from

djeccdðqÞ ¼ �ene0c
ð
uk
c
feðq; uÞdu: (17)

Here, c is the electron relativistic factor and the radial variable
q ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
w=ww

p
is defined as the square root of the normalized poloidal

magnetic flux. Once the ECCD current is obtained from GENRAY/
CQL3D, the effect of the ECCD on tearing modes can be implemented
in the GTC through Eq. (8). If we use Eq. (17) as djeccd in Eq. (8)
directly, it means that we consider the continuous current drive by
neglecting effects of magnetic islands. It is well known that the driven
current at the O-point can suppress the tearing mode, while at the
X-point, it leads to the destabilization of the tearing mode.53,54 In the
experiment, such a helical current has been generated by modulating
continuous current drive, and better efficiency for suppressing tearing
modes has been obtained.54 Therefore, a helical driven current is also
used to study the suppression of tearing modes. This kind of driven
current density can be written as follows:

djeccd ¼ djeccdðqÞð1þ cosðmh� nnÞÞ: (18)

We do not consider the diffusion of fast electrons, that is, we do
not consider the change in the current distribution in the direction of
magnetic lines of force; however, our recent calculations show that the
effect of the relaxation of fast electrons on the current does not play a
dominate role, so we ignore this effect here, that is, we are not consid-
ering Eq. (5) in Ref. 24. It should be noted that due to timescale separa-
tions, the ray tracing and Fokker-Planck equation are not solved
simultaneously with the hybrid model equation in the GTC. Thus, the
effect of the magnetic perturbations on the wave deposition and the
source current profile is neglected. Finally, compared with the model
in Ref. 42, the ECCD model used here is more realistic because this
current drive is calculated by solving ray-tracing equations and
Fokker-Planck equations in the GENRAY/CQL3D package. However,
in the former paper, the current term only applies an analytical for-
mula without involving the RF-induced current.

III. NUMERICAL ANALYSIS

We will demonstrate the feasibility of using our model to calcu-
late the TM stabilization both with a HL-2A-like and a DIII-D
equilibrium.

A. Linear analysis of tearing modes in HL-2A-like
equilibrium

An HL-2A model equilibrium is chosen in our simulation, i.e.,
the major radius is R0 ¼ 1:65m, the minor radius is a ¼ 0:4m, and
the on-axis magnetic field is B0 ¼ 1:27T. The equilibrium q profile,
electron density, and temperature profile utilized are shown in Fig. 1.
The electron density and temperature profile are from experimental
data,55 while the q profile is modified from EFIT-reconstruction since
the initial q distribution (the green line q in Fig. 1) cannot get the
growing TM, and the circular-cross section is assumed. Our calcula-
tion shows that it is the stronger magnetic shear that excites to the
tearing mode in HL-2A. In the simulations, we use the number of
grids 150� 350� 16 in the radial, poloidal, and parallel directions,
respectively. The equilibrium plasma current is 157 kA, the q¼ 2/1

surface is r ¼ 0:6a, and the plasma resistivity is g ¼ 10�5 X=m. The
resistivity is higher than the Spitzer resistivity (g � 10�8 X=m with
the HL-2A parameter). This is because large time steps cause numeri-
cal errors in the finite difference model when the resistivity is very low.
We have calculated the dependence of the linear growth rate on the
resistivity and found that the dependence is similar to the theoretical
resistivity scaling of tearing modes, i.e., g3=5. The dependence of
ECCD stabilization on g is under investigation and not clarified in this
paper.

We have verified the GTC capability of the resistive tearing mode
simulation in Ref. 42; therefore, we utilize this capability for the tearing
mode simulation in the above HL-2A configuration. It is found that
the mode amplitude starts to increase at about t ¼ 1:7� 10�5 s. The
corresponding magnetic island width is about 0:169a at this time,
and the growth rate is 0:13xs, where the normalized frequency is
xs � cs=R0; cs �

ffiffiffiffiffiffiffiffiffiffiffiffi
Te=mi

p
and Te is calculated at the q¼ 2 rational

surface. Note that the initial magnetic island width (0.13a; when t¼ 0,
the width of the magnetic island is measured by the contour map of
the magnetic field lines) given here is dependent on the initial parallel
vector perturbation potential, which is given by AðrÞ ¼ �0:658
�10�3ðr=aÞ2ð1� r=aÞ2.

A typical electron cyclotron current drive in HL-2A-like equilib-
rium is shown in Fig. 2 for both continuous ECCD and helicoidal
ECCD. Figure 2(a) shows the EC-wave trajectories on a poloidal plane,
and Fig. 2(b) shows the current density vs major radius from the
GENRAY/CQL3D calculations. In this case, the poloidal and toroidal
injection angles are a ¼ 113� and b ¼ 190�, respectively, the wave
power is 1MW, and the wave frequency is the 68GHz X2-mode. The
total driven current here is 13 kA. The current ratio CR � IECCD=
I0 ¼ 0:08, and the corresponding current ratio at the mode rational
surface between the current density by external current drive and the

FIG. 1. Radial profiles of the safety factor q, electron density ne, and temperature
Te in HL-2A-like equilibrium.
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perturbed current density is djeccd=dj ¼ 1:6, with the radial deposition
position located at r=a ¼ 0:6, which is approximately at the rational
surface of q¼ 2. The poloidal profiles of the TM perturbed current
density and the helicoidal ECCD current density are shown in Fig. 3.

We find that without ECCD, the (2,1) TM amplitude increases. In the
case of ECW injection, the width of the TM island decreases quickly
and reduces to zero, and the growth rate of TMs becomes negative
(decay rate of 0:10xs, where the decay rate is the slope of the mode
amplitude that grows or decays in time), and thus, the TM is indeed
stabilized by ECCD. It is also found that the helicoidal current drive is
more efficient than the continuous ECCD. In comparison with contin-
uous ECCD, the decay rate with helicoidal current drive is about
0:25xs. Previous studies by Wang et al.26 showed that ECCD has a
suppression effect on TMs when CR¼ 0 - 0.07, and ECCD has the
best suppression efficiency at CR¼ 0.04. Our study in 201742 also
showed that when CR ¼ 0.04, ECCD can suppress the TM. However,
these studies are limited to the continuous ECCD. In this work, we cal-
culate and compare both the continuous and modulated ECCD cases.
The modulated ECCD is 2.5 times better than the continuous ECCD
in terms of stabilization, which provides a reference for future fusion
experiments.

In general, the tearing mode in HL-2A is straightforward to sup-
press for this equilibrium parameter. Since the steering mirrors in the
launcher allow the poloidal injection angle and the toroidal injection
angle to be rotated between �20�and 20�, it is possible to inject the
ECW off-axis, i.e., r=a ¼ 0:6 in this case. The TM stabilization is
closely related to the value of the current ratio CR (CR � Irf =I0). Our
study found that the tearing mode can be completely suppressed when
the current ratio CR is about 0.08. The equilibrium plasma current I0
is low in this case. However, the total ECW power of 3MW (Ref. 56)
is sufficient to suppress the TMs, even if I0 reaches the highest value in
HL-2A (450 kA). Finally, the dependence of the TM magnetic island
width and growth rates on wave radial misalignment has been investi-
gated in Ref. 42.

We study the kinetic effects of thermal ions in the GTC simula-
tions. In our simulation, the number of grids 150� 350� 16 in the
radial, poloidal, and parallel directions are used. We adopt the same
HL-2A parameters as in Sec. IIIA and load 20 ions in every cell.
Figure 4 shows the mode structure [(a) and (b)] and the magnetic

FIG. 2. (a) Electron cyclotron wave trajectories on a poloidal plane with the last closed field surface (LCFS) and (b) ECCD current density vs major radius.

FIG. 3. The poloidal structure of TM perturbed current density (a) and helicoidal
ECCD current density (b).
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island of TMs (c) without kinetic thermal ions (top) and with kinetic
thermal ions (bottom). Both the mode structure and magnetic island
width shrink in the case with kinetic thermal ions given the same ini-
tial condition. Figure 4(c) shows a clear difference in the island width
in these two cases. The island radial width of the TMs with kinetic
ions is significantly smaller than that without kinetic ions at the same
time, t ¼ 1:9� 10�5s. The growth rate decreases to �0:12xs when
the ion kinetic effects are included, in comparison with 0:13xs when
the ions are unloaded. This indicates that the TM decays when the ion
kinetic effect is considered. The phenomena are because the magnetic
shear of the modified q is still weak. The TMs could increase with a
strong magnetic shear q, even when considering the kinetic effect of
ions. There are two possible forms of the ion kinetic effects: one is
through the finite Larmor radius (FLR) and finite orbit width effects,
and the other is the wave-particle resonance with the ion acoustic
waves (IAWs). In our calculations, it is found that the growth rate of
the tearing mode is reduced by both the drift-kinetic and gyro-kinetic
ions. The FLR effect is not important since the ion gyroradius is less
than the magnetic island width scale (i.e., qi 	 w), and the gyrocenter
orbit width effect also plays a minor role because of qqi 	 w and
qqi=e	 w, where e ¼ a=R0 is the inverse aspect ratio. On the other
hand, we observed ion acoustic waves in the simulation. Therefore, the

dominant kinetic effect is the wave-particle resonance with the IAW,
which dissipates the energy from the driving force of TMs.

Moreover, with the kinetic ions added, we find that the island has
a clockwise rotation, which is in the same direction of the ion diamag-
netic drift direction. This rotation is more prominent when we calcu-
late a case with q ¼ 1:75þ 4:66ðw=wwÞ

2, where w is the poloidal
magnetic flux, ww is the poloidal magnetic flux of the plasma edge,
and the q¼ 2 rational surface shifts to inner plasma. The measured
frequency is 1.08 kHz, which is much smaller than the ion diamagnetic
drift frequency.

Figure 4 shows that the radial mode width shrinks when kinetic
thermal ions are added, and the net effect of kinetic ions on tearing
modes is significant and stabilizing. We suspect that the kinetic ion
interacts with the mode structure and damp the edge region of it, and
this decaying finally leads to the decrease in the radial width of the
magnetic island. To verify this argument, we further scan the tempera-
ture of thermal ions in order to study the kinetic effects of thermal
ions. We also calculate the dependence of ion temperature on the
island width and the growth rates of TMs. It is found that the island
radial width increases with decreasing ion temperature. The growth
rate for the three cases, Ti ¼ 0.01, 0.1, and 1Te, are 0:10xs;
�0:09xs;�0:12xs, respectively. It can be concluded that when the

FIG. 4. The mode structure of (a) dAjj, (b) d/, and (c) the magnetic island, without the thermal kinetic effect of ions (top panel) or with the kinetic effect of thermal ions (bottom
panel).
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ion temperature decreases, both the island radial width and the growth
rates approach the values from fluid simulations. Therefore, this figure
indeed confirms the ion thermal decaying effect.

B. Nonlinear simulations of a model magnetic island
in HL-2A

The current kinetic simulation cannot calculate the MHD time-
scale of the evolution of the tearing mode. One reason is due to the
timescale, which we simulate is milliseconds, and the timescale in
Ref. 24 is seconds, they differ by three orders of magnitude. The other
reason is the lack of a saturation mechanism for tearing modes.
Totally speaking, compared with the TM8 code, the amount of calcu-
lation of tearing modes will increase significantly, and the time step of
each step will be limited by the Courant condition. Therefore, neither
the GTC hybrid model nor the electron fluid model can simulate a
long timescale. The entire MHD mode going from excitation to satu-
ration cannot be simulated. However, even though the current kinetic
simulation cannot calculate the MHD timescale of the evolution of the
tearing mode, we can still study the nonlinear saturation of the model
magnetic island by incorporating bootstrap current and by calculating
the relationship between the growth rate of instability and the size of
the initial magnetic island. Since the unstable NTM magnetic island
can be obtained under the realistic equilibrium configuration of
HL-2A, we calculate the linear evolution and nonlinear saturation of
the model magnetic island using the true HL-2A configuration (i.e., q
in green in Fig. 1, which is reconstructed from experimental data).

Figure 5 shows that the growth rate of the model magnetic island
vs the initial magnetic island width at the ratio of perpendicular and
parallel thermal diffusivity equals 108. It can be seen from Fig. 5 that
the magnetic islands in the linear phase will always grow. As the mag-
netic island grows, the instability enters the nonlinear growth phase. It
can be seen from Fig. 5 that the model magnetic islands in the linear
phase will always grow. As the magnetic island grows, the instability
enters the nonlinear growth phase. In the simulation, when the model
magnetic island is about w=a ¼ 20%, the model magnetic island
grows fastest. As the magnetic island increases, the bootstrap current
drive term decreases, resulting in a decrease in the growth rate of the
model magnetic island, which eventually leads to nonlinear saturation
(the saturation magnetic island width is about 34% in this case). The
curve given in Fig. 5 is basically consistent with the modified
Rutherford equation as shown in Ref. 24.

In addition, it should be noted that in order to suppress the
effects of high-k perturbations in the simulation, we only reserve five
toroidal and five poloidal modes, namely, n¼ 0, 1, 2, 3, and 4 and
m¼ 0, 2, 4, 6, and 8. The retained modes depend on the results of our
Fourier analysis. In the simulation, we perform the Fourier analysis of
the key and physical quantities of different locations, such as dP. The
results show that even if we enter the nonlinear phase, the low mode
components of the basic physical quantities (dAjj; d/; dne; dp; etc:Þ
always occupy a large amount of proportion for the low mode of
m/n¼ 2/1 we studied. Taking the analysis of the poloidal mode
shown in Fig. 6 as an example, Fig. 6(a) shows the poloidal distri-
bution at the disturbance pressure at r¼ 0.39a, and Fig. 6(b) shows
the poloidal Fourier analysis at that location. Our results show that
the component of m¼ 0, 2, and 4 in the poloidal direction of the
disturbance pressure occupies a very large increase proportion.
Figure 6(c) shows the amplitude of magnetic perturbation for each

toroidal mode (n¼ 0, 1, 2, and 3) as a function of time. We could
also see that only the m/n¼ 2/1 mode has a large increment. The
m/n¼ 6/3 and higher mode components hardly have contributions
to the mode growth. Therefore, the (2,1) mode amplitude here is
dominant, and the pattern used here is credible when we only
retain m¼ 0, 2, 4, 6, and 8 in the simulation.

C. GTC nonlinear calculations of a model magnetic
island in DIII-D

First, the equilibrium of DIII-D discharge 15740257 reconstructed
from the EFIT code58 is used. This discharge has a prominent neoclas-
sical tearing mode. However, this work is concentrated on the model
magnetic island simulation and its suppression. Therefore, we ignore
the effects of neoclassical bootstrap current [i.e., the bootstrap current
terms in Eq. (9) were not incorporated] and consider only the 2D
equilibrium profiles. The discharge parameters are given as follows:
the major radius is R0 ¼ 1:78m, the minor radius is a¼ 0.58 m, the
equilibrium plasma current is 790 kA, the q¼ 2/1 surface is r ¼ 0:54a,
and the toroidal magnetic field strength is BT ¼ 2:06T. In the

FIG. 5. (a) The growth rates of the model magnetic island vs the initial magnetic
island width under different ratios of perpendicular and parallel thermal diffusivities.
(b) The evolution of the magnetic island width corresponds to (a).
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simulations, we use the number of grids 128� 512� 32 in the radial,
poloidal, and parallel directions, respectively. The configuration, equi-
librium q profile, electron density, and temperature profile are shown
in Fig. 7. The resistivity is set to g ¼ 10�5 X=m.

Figure 8 shows the mode structures of the parallel vector poten-
tial and electrostatic potential and the island structure at t ¼
2:8� 10�5 s on the poloidal plane. The mode amplitude begins to
increase linearly at this time, with the corresponding magnetic island
width of about 0:127a at this time and the growth rate of 0:016xs.
Figure 8 shows the (2, 1) magnetic island structures in the DIII-D con-
figuration. Our simulations show that the model magnetic island is
unstable in this DIII-D discharge, which may provide the seed island
for the neoclassical tearing mode.

With equilibrium and plasma parameters given above, a
110 GHz electron cyclotron wave is launched with X-mode polari-
zation from a port above the midplane, with the trajectories of the
electron cyclotron wave shown in Fig. 9(a). With 1MW ECW

FIG. 7. (a) Poloidal magnetic structure of DIII-D equilibrium shot #157402, (b) radial
profiles of electron density and temperature, and (c) safety factor.57

FIG. 6. (a) The Fourier analysis of the perturbation pressure in the poloidal direction
at r¼ 0.39a. (b) The poloidal Fourier analysis at r¼ 0.39a. (c) The amplitude of mag-
netic perturbation for each toroidal mode (n¼ 0, 1, 2, 3,…) as a function of time.

FIG. 8. Poloidal mode structures of (a) dAjj, (b) d/, and (c) the island structure at t ¼ 2:8� 10�5s.
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power injected, the corresponding profile of driven current den-
sity with a poloidal angle of 100� and a toroidal angle of 193� is
shown in Fig. 9(b). The absorption coefficient is 0.97, and the total
driven current is 11 kA (CR¼ 0.013; the corresponding current
density ratio, djeccd=dj ¼ 1:25), with the radial deposition position
located at r=a ¼ 0:5 and a very narrow current drive profiles char-
acteristic of ECCD, about 3.5 cm full width half maximum
(FWHM), which is well suited for stabilizing the model magnetic
island.

An example of the evolution of a model magnetic island width
with and without the ECCD in Fig. 9(b) is shown in Fig. 9(c). Without
ECCD, the model magnetic island grows slowly. The red curve in Fig.
7(c) still represents the growth phase of the model magnetic island,
where the magnetic island width can be approximately fitted in an
exponential form of 0:12� Expð0:014tÞ. The stability is improved
with ECCD since the magnetic island width decreases with ECCD.
However, the island width does not decrease to zero in this case. The
ECCD only reduces the growth of the model magnetic island, rather
than fully stabilizing it. This is due to the low ECCD current (11 kA),
significantly below the equilibrium current (790 kA), and that a higher

FIG. 9. (a) Electron cyclotron wave packet trajectories with the magnetic island, (b)
ECCD current density vs normalized major radius, and (c) time evolution of the
width w of the tearing mode magnetic island without ECCD and with different
ECCD powers in the DIII-D tokamak.

FIG. 10. Poloidal mode structure of dAjj (left column), d/ (middle column), and the island map (right column) without (top panel) and with kinetic thermal ions (bottom panel)
in DIII-D.
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input ECW power is required to entirely suppress the model magnetic
island. Indeed, if the value of CR is increased in the simulation, the
model magnetic island is almost suppressed when CR equals 0.09 [as
depicted by the orange line in Fig. 9(c)]. The island size decreases to a
very small width, and the corresponding decay rate is 0:08xs.

It should be noted that due to numerical constraints, it is cur-
rently difficult for the GTC to simulate dynamically the entire
time evolution of the magnetic islands, from the linear growth of a
small island to nonlinear saturation of the large island. Instead,
the approach we take in this work is to perform GTC nonlinear
simulations of the island stability for various initial island sizes.
We find that when the initial island size is small, the island size
increases in time, and we can measure the growth rate. The
growth rate is smaller when the initial island size is larger. When
the initial island size is large enough, the growth rate is zero, and
we call this island size as the saturated island width. If the initial
island size is larger than the saturated island width, we find that
the island decays in GTC simulation.

We carry out the GTC kinetic simulations by loading 20 ions in
every cell in the DIII-D configuration. Figure 10 shows the mode
structure [(a) and (b)] and the island map (c) without kinetic thermal
ions (top) and with kinetic thermal ions (bottom). In both cases, we
do not consider the effect of ECCD and assume that the ion and elec-
tron temperature profiles are the same, namely, Ti ¼ Te. The radial
width of the model magnetic island with kinetic thermal ions is signifi-
cantly smaller than that without kinetic thermal ions. When consider-
ing the ion kinetic effects, the growth rate decreases to 0:009xs,
compared with the growth rate of the model magnetic island without
kinetic ions, 0:016xs.

We conclude that kinetic effects of thermal ions can reduce the
growth rate of the model magnetic island in a tokamak plasma. This
result is consistent with analytical calculations,31,59 which show that
the kinetic contribution tends to reduce D0 for the toroidal equilibria,
and can lead to the stability for the magnetic island.

IV. CONCLUSIONS

In summary, we have investigated the influence of the electron
cyclotron current drive on the m/n¼ 2/1 magnetic island using gyro-
kinetic simulations in HL-2A and DIII-D configurations. The model
magnetic island evolution is calculated with a massless electron fluid
model, and the ECCD current source is obtained by ray-tracing and
the Fokker�Planck method. We find that the stability of the tearing
mode depends on the magnetic shear. The TM magnetic island is
found to be perfectly stabilized by a continuous 1MW 68GHz
X2-mode in the HL-2A tokamak since the linear growth of TMs
becomes negative when we turn on the ECCD. Our simulation also
finds that a helicoidal current drive is more efficient than a continuous
ECCD. In the DIII-D tokamak, the (2,1) magnetic island is unstable
with the real experimental data as the simulation input. The model
magnetic island is only partially stabilized with the 1MW 110GHz
X2-mode due to the low current ratio, namely, due to the inadequate
power input. At this time, to completely suppress the model magnetic
island, it is necessary to use a larger wave power (CR¼ 0.09) or a mod-
ulated ECCD.

The ion kinetic effect on the tearing mode magnetic island stabili-
zation is demonstrated. We calculated the evolution of TMs on the
HL-2A device considering the thermal ion. When loading the thermal

ion, the linear growth rate of TMs will decrease, the mode structure
will be narrowed, and there will be a rotation in the ion diamagnetic
direction. The frequency, measured in the simulation, is 1.08 kHz,
which is much lower than the diamagnetic drift frequency of the ion.
Although the results we obtained are similar to those obtained by Cai
et al.,31 since we consider thermal ions and they consider high-energy
ions, the comparison between the two is put into the next step, that is,
to study the effect of energetic particles on TMs. For the effects of ther-
mal ions, the simulations on the HL-2A device are similar to those on
the DIII-D device, i.e., thermal ions also cause a decrease in the growth
rate of the magnetic island. When ion temperature increases, the typi-
cal (2,1) mode structure will no longer appear so that significant mode
structure rotation cannot be observed.

Our simulations in a certain machine configuration will contrib-
ute to the design of the real-time control system of the TMs and pro-
vide useful suggestions to TMs or neoclassical tearing mode control
experiments for fusion devices, especially for HL-2A and DIII-D toka-
maks. Meanwhile, the calculation is part of a longer term plan of
building a first-principles model and a self-consistent simulation of
the neoclassical tearing mode in fusion plasmas.
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