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The energetic-particle-induced geodesic acoustic mode (EGAM) is studied using gyrokinetic particle simulations
in tokamak plasmas. In our simulations, exponentially growing EGAMs are excited by energetic particles with a
slowing-down distribution. The frequencies of EGAMs are always below the frequencies of GAMs, which is due
to the non-perturbative contribution of energetic particles (EPs). The mode structures of EGAMs are similar
to the corresponding mode structures of GAMs. Our gyrokinetic simulations show that a high EP density can
enhance the EGAM growth rate, due to high EP free energy, and that EPs’ temperature and the pitch angle of
the distribution modify the EGAM frequency/growth rate by means of the resonance condition. Kinetic effects
of the thermal electrons barely change the EGAM frequency, and have a weak damping effect on the EGAM.
Benchmarks between the gyrokinetic particle simulations and a local EGAM dispersion relation exhibit good
agreement in terms of EGAM frequency and growth rate.

PACS: 52.35.Bj, 52.40.Mj, 52.30.−q DOI: 10.1088/0256-307X/37/9/095201

Geodesic acoustic modes[1] (GAMs) are the
non-zero frequency components of zonal flow,[2−4]

and have been widely observed in tokamak
experiments,[5−7] investigated in theory,[8,9] and
studied in simulations.[10−15] A GAM arises[16] due
to the ion radial magnetic drift induced by the
geodesic curvature of an equilibrium magnetic field,
where magnetic drift can cause a finite radial elec-
tric field. A GAM is predominantly an electro-
static mode with a dominant 𝑛/𝑚 = 0/0 elec-
trostatic potential perturbation and a dominant
𝑛/𝑚 = 0/1 density perturbation,[17,18] where 𝑛/𝑚
are the toroidal/poloidal mode numbers, respectively.
A GAM can easily be damped by means of ion Lan-
dau damping,[19,20] and GAMs typically occur on the
edges of tokamaks.[21,22] GAMs can be excited by
turbulence, then regulate turbulence, and also affect
turbulent transport.[7,23,24] GAMs can also be excited
by the velocity space anisotropy of energetic par-
ticles (EGAM);[25] EGAMs have been theoretically
predicted[25] in conditions involving slowing-down en-
ergetic particle (EP) distributions. The EGAM was
first observed in a DIII–D experiment,[26] where it

caused a loss of beam ions.
EPs generated where auxiliary heating, such as

neutral beam injection (NBI), ion cyclotron resonance
heating (ICRH), and electron cyclotron resonance
heating (ECRH) exhibit a highly anisotropic distri-
bution in velocity space.[16] An EGAM can be desta-
bilized when the driving force of the anisotropic ener-
getic particles exceeds the total background damping
of GAM, thus the EGAM can induce the loss of en-
ergetic particles and degrade the confinement of ener-
getic particles. As a type of energy channeling from
EPs to the thermal particles, EGAMs are of key im-
portance in terms of fusion plasmas, based on the
fact that EPs can destabilize EGAMs through wave-
particle resonance, while thermal ions obtain energy
from the EGAM through Landau damping.

EGAMs have also been observed in the large he-
lical device (LHD)[27] with NBI, in JET[28,29] with
ICRH, in ASDEX-Upgrade[30] with NBI, in HL-2A[31]

with ECRH, and recently in EAST[32] with NBI.
Several theories have been developed to investigate
EGAM, including excitation due to the sharp gradient
in a pitch angle,[33] local and global EGAM disper-
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sion relation,[34] nonlinear second harmonics,[35] en-
ergy channeling,[36] excitation using not fully slowed-
down EPs,[17] the finite 𝛽 effect on mode structure,[37]
and the dispersion relation of the EGAM with a
bump-on-tail EPs distribution.[38] Simulations based
on LHD equilibrium and its parameters have been
carried out to investigate EGAMs in terms of its lin-
ear property,[39] high-frequency branch,[40] and energy
channeling.[41] A gyro-kinetic simulation[42] investi-
gated the impact of EGAM on turbulent transport.

Although many works relating to EGAMs have
been performed, both experimentally and theoreti-
cally, nonlinear simulations in this area have been far
from adequate. As a rehearsal for a future nonlin-
ear EGAM simulation, in this work, we use the gy-
rokinetic toroidal code (GTC)[3] to investigate the lin-
ear excitation of the local EGAM, and to verify the
EGAM by benchmarking, using theoretical works, via
quantitative analysis. The GTC has been success-
fully applied to study GAMs,[10,15] turbulence,[24,43,44]
and MHD instabilities induced by energetic parti-
cles such as fast-ion-driven toroidal Alfvén eigenmodes
(TAEs),[45,46] as well as energetic-electron-driven 𝛽-
induced Alfvén eigenmodes (e-BAE).[47,48]

In our simulations, the thermal ions are described
by nonlinear gyrokinetic equations.[49] The thermal
electrons are described by an electrostatic version of
the fluid-kinetic hybrid model,[50−52] in which the elec-
trons’ response is expanded into a lowest-order adia-
batic element and a high-order non-adiabatic kinetic
perturbation element.

The anisotropic slowing-down distribution func-
tion for energetic particles used in this work is ex-
pressed as follows:

𝑓0𝛼 = 𝑐
𝑛0𝛼(𝜓)𝐻(𝑣0 − 𝑣)

𝑣3 + 𝑣3c
exp

[︁
−
(︁𝛬− 𝛬0

∆𝛬

)︁2]︁
, (1)

where 𝑓0𝛼 is the gyrocenter distribution function,
𝑣 =

√︁
𝑣2‖ + 2𝜇𝐵0/𝑚𝛼, 𝑣‖ is the parallel velocity, 𝜇

is the magnetic moment, 𝑚𝛼 is the mass of the ener-
getic particles, 𝐵0 is the equilibrium magnetic field,
𝑣c is critical velocity,[53] 𝑣0 is the birth speed, 𝐻 is the
Heaviside step function, 𝑐 is the normalization factor,
and 𝑛0𝛼 is the density of EPs. Here, 𝛬 ≡ 𝜇𝐵a/𝐸
denotes the pitch angle, 𝐸 is the energetic particles’
kinetic energy, 𝐵a is the on-axis magnetic field, 𝛬0 is
the peak of the pitch angle, and ∆𝛬 is the width of
the pitch angle.

The energetic particles are described by the gen-
eral weight equation, which can be derived from the
gyrokinetic equations by holding 𝜇 constant:

𝑑𝑤𝛼

𝑑𝑡
= (1 − 𝑤𝛼)

[︂
−
(︁
𝑣‖
𝛿𝐵

𝐵0
+ 𝑣E

)︁
·
(︁ 1

𝑛0𝛼

𝜕𝑛0𝛼
𝜕𝜓

∇𝜓
)︁

+ (𝑍𝛼𝑣𝑑 · ∇𝛿𝜑− 𝑍𝛼𝑣‖𝐸‖)

×
(︁ 2𝛬2

𝐵𝛼∆𝛬2
(𝛬− 𝛬0) − 1

𝑚𝛼

3𝜇𝑣

𝑣3 + 𝑣3c

)︁]︂
, (2)

where the particle weight is defined as 𝑤𝛼 ≡ 𝛿𝑓𝛼/𝑓𝛼,
with 𝛿𝑓𝛼 being the perturbed distribution and 𝑓𝛼 be-
ing the total distribution; 𝛿𝜑 is the perturbed electro-
static potential, 𝛿𝐵 is the perturbed magnetic field,
and 𝐸‖ = −(𝐵0/𝐵0) ·∇𝛿𝜑 is the parallel electric field.
Here 𝑣E is the 𝐸×𝐵 drift velocity, 𝑣𝑑 is the magnetic
drift velocity, 𝜓 is the poloidal flux label, and 𝑍𝛼 is the
EPs’ charge. Note that 𝛿𝐵 = 0 in the above weight
equation for this electrostatic simulation. The system
can be closed via gyrokinetic Poisson equations.[49]

The simulation results are obtained under the fol-
lowing equilibrium and parameters: the major ra-
dius is 𝑅0 = 170 cm. The inverse aspect ratio is
𝜖 ≡ 𝑎/𝑅0 = 0.3 in a tokamak with a concentric cir-
cular cross section, where 𝑎 is the tokamak minor ra-
dius. The magnetic field amplitude on the magnetic
axis is 𝐵0 = 2 T. The background plasma is uniform,
with the temperature of the thermal ions and the ther-
mal electrons being 𝑇e = 𝑇i = 1000 eV. The thermal
electron density is 𝑛e = 7.9 × 1013 cm−3. The back-
ground thermal ions and the energetic particles are
protons. The thermal ion density can be obtained
from the quasi-neutral condition 𝑍i𝑛i + 𝑍b𝑛b = 𝑛e,
where 𝑛b is the density of the energetic particles, and
where 𝑍i = 𝑍b = 1 for protons. We use a con-
stant 𝑞 = 4 profile for simplicity, since magnetic shear
has little effect on the GAM’s frequency and damp-
ing rate. Our simulation domain in the radial direc-
tion is 0.2 6 𝜌 6 0.8, where 𝜌 =

√︀
𝜓p/𝜓pw is the

square root of the normalized poloidal flux, 𝜓p is the
poloidal flux, and 𝜓pw is the poloidal flux at the edge.
A toroidal/poloidal filter is adopted to preserve only
the 𝑛/𝑚 = 0/(0, 1, 2) harmonics, so as to avoid high-
frequency noise. The numerical parameters have been
carefully chosen based on convergence tests. The time
step is ∆𝑡 = 0.02𝑅0/𝐶s, where 𝐶s =

√︀
𝑇e/𝑚i is the

sound speed. In this work, there are 140 radial grid
points, 1320 poloidal grid points, and 32 toroidal grid
points in the real space, making sure that the grid
size is on the same order as the thermal ions’ gyro-
radius in order to obtain better simulation properties
in particle-in-cell simulations. There are 100 marked
particles in each grid cell.

We first initialize a flux-surface-averaged ion den-
sity perturbation in order to generate the GAM. In
the radial direction, the density perturbation is set to
be a sine function, and its value is set to be zero at
the boundaries. The initial density perturbation can
induce an electrostatic field perturbation. The time
evolution of the perturbed electrostatic potential 𝛿𝜑
is as shown in Fig. 1(a). The GAM decays exponen-
tially during the initial perturbation, with the real fre-
quency 𝜔 = 1.03𝜔G, which is slightly higher than the
GAM frequency, where 𝜔G =

√︁
( 7
2𝑇i + 2𝑇e)/(𝑚i𝑅2

0) is

the leading order of the local GAM frequency.[34] The
poloidal mode structure of the perturbed electrostatic
potential is shown in Fig. 1(b), the corresponding ra-
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dial profile is shown in Fig. 1(c), and the dominant
mode number is 𝑛/𝑚 = 0/0. The poloidal mode struc-
ture of the perturbed density is shown in Fig. 1(d),
the corresponding radial profile is shown in Fig. 1(e),
and the dominant mode number is 𝑛/𝑚 = 0/1. The
poloidal mode structure and radial profile of the per-
turbed electrostatic potential and the perturbed den-
sity are plotted at the same time 𝑡 = 10𝑅0/𝐶s. The
mode number and mode frequency are consistent with
the GAM’s basic property.
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Fig. 1. (a) Time history of the electrostatic potential 𝛿𝜑
for GAM with an initial perturbation. [(b),(d)] Poloidal
mode structures of the perturbed electrostatic potential
𝛿𝜑, and the perturbed density 𝛿𝑛i. [(c),(e)] Radial profiles
of the corresponding perturbed electrostatic potential 𝛿𝜑,
and the perturbed density 𝛿𝑛i for the main harmonic and
other harmonics, normalized with respect to the maximum
value of their own amplitude.

Next, we use anisotropic energetic particles to ex-
cite the EGAM. In velocity space, a typical energetic
particle distribution is shown in Eq. (1) and the cor-
responding parameters are set as follows: the pitch
angle peak is set to 𝛬0 = 0.5, the pitch angle width
is set to ∆𝛬 = 0.05, and the birth speed is set to
𝑣0 = 1.2𝑞𝜔G𝑅0. In this case, the transit frequency
of energetic particles 𝜔tr,b ≡ 𝑣‖/(𝑞𝑅) is close to 𝜔G,
which makes it easy for energetic particles to induce an
EGAM through wave-particle resonance. The critical
velocity 𝑣c is a constant associated with the tempera-
ture of the thermal electrons. A typical energetic par-
ticle’s density profile in spatial space is expressed as
𝑛b = 0.08 {1.0 + 0.2[tanh(0.5 − 𝜌)/0.03] − 1}𝑛e. We
define the equivalent temperature of energetic parti-
cles with a slowing-down distribution as 𝑇𝛼𝑠, which
can be expressed as 𝑇𝛼𝑠 = (2𝐼4)/(3𝐼2)𝐸b,[54] where

𝐸b = 1/2𝑚𝛼𝑣
2
0 is the birth energy, and 𝐼𝑛(𝑎) =∫︀ 1

0
𝑥𝑛/(𝑎3 + 𝑥3)𝑑𝑥. In the above EP setup, the

equivalent temperature in our simulations is 𝑇𝛼𝑠 ∼
0.274𝐸b ∼ 40.8𝑇e. In these simulation scenarios, the
EGAM grows exponentially in linear simulations. The
time evolution of the perturbed electrostatic poten-
tial 𝛿𝜑 is shown in Fig. 2(a), where the 𝑥-axis is nor-
malized with respect to 𝑅0/𝐶s, and the 𝑦-axis is nor-
malized by a maximum of 𝛿𝜑 at 𝑡 = 40𝑅0/𝐶s. The
EGAM frequency is 𝜔 = 0.544𝜔G, with a growth
rate of 𝛾 = 0.240𝜔G. The EGAM frequency is about
half the GAM frequency under the same equilibrium
and simulation parameters, which means that a non-
perturbative contribution by energetic particles can
induce an EGAM and modify the frequency. The
poloidal mode structure of the perturbed electrostatic
potential for the EGAM is shown in Fig. 2(b), the cor-
responding radial profile is shown in Fig. 2(c), and the
dominant mode number is 𝑛/𝑚 = 0/0. The mode
structure is not affected by energetic particles. The
poloidal mode structure of the perturbed density is
shown in Fig. 2(d), the corresponding radial profile is
shown in Fig. 2(e), and the dominant mode number is
𝑛/𝑚 = 0/1.

(a)

(b) (c)

(d)

df

d
f
 (

a
rb

. 
u
n
it
s)

0 10 20 30 40

t=(R0/Cs)

1.0

0.5

0.0

-0.5

-1.0

(d) (e)

m=0

m=1

m=2

m=0

m=1

m=2

d
f
 (

a
rb

. 
u
n
it
s)

d
n

i 
(a

rb
. 
u
n
it
s)

1.0
0.2

0.1

0.0

-0.1

-0.2

0.2

0.1

0.0

0.8 0.9 1.0 1.1 1.2 0.5 0.6 0.7 0.8

-0.1

-0.2

0.8

0.6

0.4

0.2

0.0

1.0

0.8

0.6

0.4

0.2

0.0

r/a

Fig. 2. (a) Time history of electrostatic potential 𝛿𝜑
for the EGAM. [(b),(d)] Poloidal mode structures of the
electrostatic potential 𝛿𝜑, and the perturbed density 𝛿𝑛i.
[(c),(e)] Radial profiles of the corresponding electrostatic
potential 𝛿𝜑, and the perturbed density 𝛿𝑛i for the main
harmonic and other harmonics, normalized with respect
to the maximum value of their own amplitude.

Since this work is the first gyrokinetic particle sim-
ulation of the EGAM in GTC, we verify the EGAM
simulations by benchmarking with a local EGAM
theory.[34] In local EGAM theory, the thermal ions and
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energetic particles are described by gyrokinetic equa-
tions, and the finite electron Larmor radius effects are
ignored. The physical model used in our simulations
is similar to the physical model used in the theoretical
work. The mean optimal ordering adopted to derive
the dispersion relation in the theoretical publication
is as follows:

1

𝑞
∼ 𝑂(𝛿1/2), 𝜔tr,b ∼ 𝜔,

𝑛b
𝑛e

∼ 𝑂(𝛿).

The simulation parameters are carefully set to match
the optimal ordering. We use a finite pitch angle width
slowing-down distribution to approach the single pitch
angle slowing-down distribution used in theory, and
convergence tests are then conducted.

The local EGAM dispersion relation[34] can be
given as follows:

− 1 +
𝜔2
G(𝑟)

𝜔2
+𝑁b(𝑟)

[︂
𝐶 ln

(︁
1 −

𝜔2
tr,b

𝜔2

)︁
+
𝛬0𝐵(2 − 𝛬0𝐵)2

(1 − 𝛬0𝐵)5/2
𝜔2
tr,b/𝜔

2

1 − 𝜔2
tr,b/𝜔

2

]︂
= 0, (3)

where 𝐶 = [(2 − 𝛬0𝐵)(−2 + 5𝛬0𝐵)]/[2(1 −
𝛬0𝐵)5/2] is a constant associated with the pitch
angle peak, 𝜔tr,b =

√︀
2𝐸b(1 − 𝛬0𝐵)/(𝑞𝑅) is the

transit frequency of energetic particles, 𝑁b(𝑟) =
[
√

1 − 𝛬0𝐵𝑞
2𝑛b]/[4𝑛c ln(𝐸b/𝐸c)] is the density per-

turbation term, and 𝐸b and 𝐸c denote the birth en-
ergy and the critical energy, respectively.

To numerically solve the dispersion relation (3), we
present the following analysis. We set 𝑋 = 𝜔2

tr,b/𝜔
2

as a variable, where 𝑋 is a complex number. The
dispersion relation can be simplified to

1 −𝑋 = exp
[︁
𝐴−𝐵𝑋 − 𝐷𝑋

1 −𝑋

]︁
,

where 𝐴, 𝐵, and 𝐷 are the real constants associated
with the simulation parameters. By separating the
complex equation into a real part and an imaginary
part, we obtain the equations which can be solved nu-
merically. These equations have several solutions in
the whole region; however, by taking the frequency
and the growth rate of our simulation results as a trial
solution, the numerical solution of the dispersion re-
lation is 𝜔 = 0.571𝜔G, and the corresponding growth
rate is 𝛾 = 0.214𝜔G. Our simulation results show good
agreement in terms of EGAM frequency and growth
rate with the local EGAM dispersion relation. The
numerical error is within 12%, which may be ascribed
to the large aspect ratio used in the theory.

Several simulations have also been conducted to in-
vestigate the properties of the EGAM, and to compare
them with theoretical works via quantitative analysis.

We define 𝑍 = 𝑣0/(𝑞𝑅0𝜔G) as a function of the
birth speed. As shown in Fig. 3(a), in simulations,
the mode frequency increases with the increasing 𝑍

value, while the growth rate firstly increases and then
decreases with the increasing 𝑍 value. Generally
speaking, the wave-particle resonance condition[55] for
purely passing particles is 𝜔 − 𝑘‖𝑣‖ − 𝑝𝜔tr = 0, where
𝑝 is an integer number. With regard to the EGAM,
𝑘‖ ≡ (𝑛𝑞 −𝑚)/𝑅𝑞 = 0, so the resonance condition
can be written as 𝜔 − 𝑝𝜔tr = 0. Further analysis re-
veals that the primary (𝑝 = 1) transit resonance is
the most important.[16] This explains the trend in the
growth rate: the transit resonance between energetic
particles and the EGAM is weakened when the birth
speed exceeds the transit speed by too great an extent.
The corresponding numerical solutions of the theoret-
ical dispersion relation are also plotted in Fig. 3(a).
The mode frequency and the growth rate increases
with an increase in the value of 𝑍.

A similar 𝑍 scan has been carried out where the
density of energetic particles is set to 𝑛b = 0.065𝑛e.
As shown in Fig. 3(b), our simulation results agree
well with the theoretical prediction in terms of both
frequency and growth rate. The real frequencies
of EGAMs are always below the real frequencies of
GAMs across a wide range of parameters under the
same simulation conditions, with the exception of EPs.

In the above 𝑍 scans, the discrepancy in the
growth rate between the simulations and the theory
is due to the fact that the optimal ordering used in
the theory is broken at large 𝑍 values, so that the
dispersion relation may not be sufficiently accurate.
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Fig. 4. Energetic particle density 𝑛b scan of EGAM fre-
quency and linear growth rate when (a) 𝑍 = 1.2 and (b)
𝑍 = 2.

Two unstable branches of EGAMs can be predicted
in the theory: the GAM branch, where 𝜔G < 𝜔tr,b,
and the Beam branch, where 𝜔G > 𝜔tr,b. We select
𝑍 = 1.2 (beam branch) as shown in Fig. 4(a), and
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𝑍 = 2 (GAM branch) as shown in Fig. 4(b) in order
to investigate the influence of EP density on the real
frequency and the corresponding growth rate for dif-
ferent branches. As shown in Fig. 4, as the density of
EPs increases, the frequency decreases considerably,
and the growth rate increases considerably. In both
branches, the simulation results agree with the theory
very well in relation to both frequency and growth
rate.

ws1
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DL

Fig. 5. Pitch angle width Δ𝛬 scan of EGAM frequency
and linear growth rate when 𝑍 = 1.2 and 𝑛b = 0.08𝑛e.
The signals (up-triangle and down-triangle) are the fre-
quency and the growth rate of the theoretical prediction
(we take Δ𝛬 as approaching zero to represent the single
pitch angle distribution used in the theoretical work).

Since we use a finite pitch angle width, ∆𝛬 = 0.05,
to approach the single pitch angle assumption used in
the theory, a pitch angle width scan is also performed.
As shown in Fig. 5, as the pitch angle width ∆𝛬 de-
creases, the real frequency increases, and the corre-
sponding growth rate increases. Both the frequency
and the growth rate gradually approach a stable value
as ∆𝛬 decreases gradually to zero, and there is little
difference in the real frequency and growth rate when
the pitch angle width, ∆𝛬, is sufficiently small. Our
simulation results are consistent with the theoretical
prediction where the pitch angle width is sufficiently
small.
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Fig. 6. Energetic particle density 𝑛b scan of EGAM fre-
quency and linear growth rate with/without the kinetic
effects of thermal electrons, where 𝑍 = 2.

As shown in Fig. 6, the EGAM frequency barely
changes, and the corresponding growth rate is lower
in simulations with kinetic electrons, indicating that
the kinetic effects of thermal electrons have a weakly
damping effect on the excitation of the EGAM. This

collisionless damping can be ascribed to the kinetic ef-
fects of the trapped thermal electrons via the bounce
resonance with EGAMs.[10]

In summary, the gyrokinetic toroidal code (GTC)
has been successfully employed to study EGAMs
in toroidal plasmas. In our simulations, energetic
particles with a slowing-down distribution can drive
EGAMs through wave-particle transit resonance. The
mode structures of EGAMs are not affected by EPs.
The non-perturbative contributions of energetic parti-
cles reduce the mode frequency and modify the growth
rate. With an increase in the birth speed of EPs, the
EGAM frequency increases, and the growth rate firstly
increases and then decreases, which is due to the de-
tuning of EPs and EGAMs. With an increase in the
EP density, the EGAM frequency decreases, and the
growth rate increases. As the pitch angle width gradu-
ally decreases to zero, both the EGAM frequency and
the corresponding growth rate increase gradually to
a constant value, and there is little difference in ei-
ther frequency or growth rate when the pitch angle
width ∆𝛬 is sufficiently small. Kinetic electrons have
a slight inhibitory effect on the excitation of EGAMs.
Benchmarks between gyrokinetic particle simulations
and local EGAM dispersion relation show good agree-
ment in terms of both the real frequency and growth
rate of EGAMs.
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