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Abstract
This paper reports global nonlinear gyrokinetic simulations that couple meso-scale reversed
shear Alfvén eigenmodes (RSAEs) driven by energetic particles (EPs) and ion temperature
gradient (ITG) microturbulence driven by thermal plasma, using equilibrium and profiles from
DIII-D discharge #159243. In simulations focusing only on the ITG, electrostatic ITG drives a
huge thermal ion heat transport, which is reduced by a factor of 10 to a level closer to the
experimental value in electromagnetic simulation due to finite β effect. In the simulations
coupling the RSAE and ITG, ITG can scatter the resonant EP nonlinearly trapped by the RSAE
and damp the zonal flows generated by the RSAE. The regulation of the RSAE by the ITG
greatly reduces the initial saturation amplitude of the RSAE but increases the RSAE amplitude
and associated EP transport to experimental levels in the quasi-steady state. The RSAE effects
on the ITG, specifically the stronger zonal flows generated by the RSAE and the RSAE
frequency modulation of the ITG-induced thermal ion heat transport, in turn, leads to a
reduction of the thermal ion heat transport by more than a factor of 2. For a stronger background
ITG, the regulation of the RSAE by the ITG is stronger, while the RSAE effects on the ITG are
weaker. This work highlights the importance of cross-scale coupling in the dynamics of the AE
turbulence and EP transport.
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1. Introduction

The confinement of energetic particles (EPs), including fusion
products (α-particles) and fast ions produced by auxiliary
heating through ion cyclotron radio frequencies (ICRFs)
waves or neutral beams injection, is a critical physics issue
for achieving high-performance and ignition in magnetic con-
finement fusion devices [1–4], since the ignition relies on
good confinement of α-particles. However, meso-scale Alfvén
eigenmodes (AEs) [5–7], driven by strong EP pressure gradi-
ent, can result in an anomalous EP transport in the core region
that reduces the heating efficiency and prevents the ignition.
Therefore, an understanding of AE and associated EP trans-
port is essential for the optimization of existing machines and
for the prediction of α-particle confinement in burning fusion
plasmas.

In the last two decades, numerical simulations of AE and
EP physics have played an important role in verifying the
analytic theory and understanding the experiments, thanks to
the rapid growth in computation power. Linear simulations
have often been performed to identify the modes observed in
experiments [8, 9] and their excitation mechanism. Nonlinear
simulations have aimed to understand nonlinear wave–wave
and wave-particle interactions that lead to mode saturation
[10], frequency chirping [11, 12], and fast ion anomalous
loss. Due to the constraint of physical model and computation
power, however, most simulations [10, 13–18] have focused
only on the AE nonlinear dynamics. And they commonly
observe a huge initial burst of the AE amplitude followed by
a quickly quenched nonlinear phase, leading to uncertainty
in comparison with experimental measurements of a quasi-
steady state AE. For instance, recent global nonlinear gyrokin-
etic simulations of the reversed shear AE (RSAE) using equi-
librium and plasma profiles from the DIII-D tokamak shot
#159243 find that the RSAE amplitude and associated EP
transport are much higher than experimental observations at
initial nonlinear saturation, but quickly drop to very low levels
in nonlinear phase due to the flattening of EP distribution func-
tion at resonances, even with EP collisions and multiple tor-
oidal mode coupling effects [18]. This indicates that single
scale simulations focusing only on AE could not fully explain
the experimental measurements in DIII-D.

Hot magnetized plasmas are highly complex nonlinear sys-
tems characterized by multiple temporal and spatial scales,
making cross-scale interactions inevitable in physical pro-
cesses involving different scales. Recent studies [19–28] have
suggested the possibility of coupling between thermal plasma
and EP, specifically the cross-scale interaction between micro-
scale drift-wave microturbulence and meso-scale AE. The
microturbulence [29], with a characteristic length on the order
of thermal ion gyroradius and driven by pressure gradients
of thermal plasmas, is ubiquitous in all regimes and geo-
metries and leads to anomalous transport of electrons and
thermal ions. Despite the spatial and temporal separation, there
can be strong cross-scale interactions between the AE and
microturbulence. For the effects of microturbulence on AE,
CGYRO first reports that the AE saturation needs the zonal
flows generated by microturbulence [19]. Later studies show

that microturbulence can affect the zonal flows and struc-
tures generated by the AE [21, 30, 31], and scatter the non-
linearly trapped EP, thereby affecting phase space dynam-
ics in the nonlinear AE-EP interaction [22, 24]. Scattering of
toroidicity-induced AE (TAE) by microturbulence could also
lead to an appreciable damping of TAE due to Landau damp-
ing of nonlinearly generated short-wavelength kinetic Alfvén
waves quasimodes [27]. For the effects of EP on microturbu-
lence, on the other hand, larger zonal flows can be generated
in the presence of EP, resulting in a significant suppression
of the turbulence-induced thermal plasma heat transport and
enhancement of thermal plasma confinement [23]. Dilution
effects due to EP have been found to modify zonal flows, res-
ulting in an enhanced regulation of drift wave turbulence by the
zonal flows [32]. Additionally, beta-induced AEs have been
shown to drive an electron heat flux as efficiently, or evenmore
efficiently, as the ion temperature gradient (ITG) turbulence
[25].

Fully self-consistent simulations of cross-scale interaction
must incorporate microturbulence and the AE with the kinetic
effects of both EP and thermal plasma. Due to the multiple
temporal and spatial scales, global integrated simulation incor-
porating multiple physical processes in a complex toroidal
geometry is a grand challenge for both simulation models and
supercomputers. Using the state-of-the-art global gyrokinetic
code (GTC) [33], which has been applied to microturbulence
[34–40], magnetohydrodynamic instabilities [41, 42] and AE
[11, 43, 44], such kind of multiscale simulations become
feasible on the world’s fastest supercomputers. Recent GTC
simulations [28] coupling micro-meso scales find that ITG
microturbulence can play a critical role in regulating the AE
nonlinear dynamics and associated EP transport in the DIII-
D plasma, even though microturbulence directly drives little
EP transport due to gyro-averaging effects as expected by
conventional wisdom [36, 45–48]. In the presence of back-
ground microturbulence, RSAE amplitude and associated EP
transport decrease drastically at the initial saturation but later
increase to the experimental observation in the quasi-steady
state with regular RSAE mode structure. In the quasi-steady
state ITG-RSAE turbulence, radial structure and mode amp-
litude of the RSAE from gyrokinetic simulations, for the first
time, agree well with the electron cyclotron emission (ECE)
measurement [49]. The electron density fluctuation spectra
are consistent with 64-channel beam emission spectroscopy
measurements [50] and the estimated effective EP diffusivity
and turbulence intensity are close to experimental observations
as well.

Building on previous works ([18] and [28]), we report here
the nonlinear dynamics of the ITG turbulence, and its detailed
cross-scale interaction with the RSAE. We begin with simula-
tions focusing only on the ITG and find that electrostatic ITG
drives a huge thermal ion heat transport, which is reduced by
a factor of 10 to a level closes to the experimental value in
electromagnetic simulation due to finite β effect (β is the ratio
between the plasma kinetic and magnetic pressure). We then
explore the cross-scale coupling between RSAE and ITG. We
find that ITG can scatter the resonant EP nonlinearly trapped
by the RSAE, thereby shrinking the phase space coherent
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structures formed by resonant particles and restoring the lin-
ear EP instability drive. Additionally, ITG reduces the amp-
litude of zonal structures of thermal species, especially for the
long radial wavelength kr components which are more effect-
ive to suppress the RSAE, leading to weaker zonal flow effects
on the RSAE in the ITG-RSAE coupled simulation compared
with the simulation focusing only on the RSAE. The regula-
tion of the RSAE by the ITG greatly reduces the initial satur-
ation amplitude of RSAE and increases the mode amplitude
as well as associated EP transport to the experimental level in
the quasi-steady state. The RSAE effects on the ITG include
stronger zonal flows in the coupled simulation than in the sim-
ulation focusing only on the ITG and the RSAE frequency
modulation of the ITG-induced thermal ion heat transport, in
turn, results in a reduction of thermal ion heat transport by
more than a factor of 2. For a stronger ITG, the regulation of
RSAE by ITG is stronger, while the RSAE effects on the ITG
are weaker.

This paper is organized as follows. In section 2, we provide
an overview of the equilibrium profiles and basic simulation
parameters. Section 3 details the nonlinear simulation res-
ults of electrostatic and electromagnetic ITG without EP. In
section 4, we present simulations coupling ITG and RSAE
with varying ITG turbulence intensity. Here, we illustrate the
mechanisms of the regulation of RSAE by ITG and show the
feedback from RSAE to ITG. Finally, we summarize the key
results of this work and the future plans in section 5.

2. Equilibrium profiles and simulation parameters

Figure 1 shows the magnetic equilibrium and plasma profiles
used in the simulations which are selected from DIII-D shot
#159243 at 805 ms [9, 51] and reproduced by with the kin-
etic EFIT code [52] with the on-axis EP temperature TEPa =
23.6keV. The simulations employ a typical reversed magnetic
shear configuration with minimal safety factor qmin = 2.94
near ρ= 0.5 (with major radius R= 1.98m on the mid-plane
for the low field side), where RSAE are observed in exper-
iments. Here, q represents the ratio of toroidal to poloidal
turns of magnetic field lines and ρ is the square root of the
toroidal flux normalized by its separatrix value. The on-axis
β is β = βe+βi+βf = 1.8%. Using eight codes, verification
and validation (V&V) of linear simulations [9] have repor-
ted observation of RSAE excited by energetic ions with good
agreement on linear dispersion among the different codes.
The poloidal and radial mode structures of the n= 4 RSAE
are also found to agree with ECE and ECE imaging [53]
measurements. Later linear global GTC simulations [54] find
coexistence of lower toroidal mode number n RSAE and
higher n ITG driven by thermal plasma pressure gradient in
the simulated discharge. The most unstable RSAE near the
qmin flux surface has a toroidal mode number n= 4, with
a real frequency ω4,AE =−4.28× 105 rads−1, and a growth
rate γ4,AE = 3.23× 104 s−1. ITG are driven on both side of
the qmin surface, and the inner ITG that are closer to RSAE
have the most unstable mode with n= 16, ω16,ITG =−8.16×
104 rads−1, and γ16,ITG = 2.2× 104 s−1. In GTC, positive sign

Figure 1. Magnetic equilibrium and plasma profiles from DIII-D
shot #159243 at 805 ms. (a) q profile. (b) Electron ne, ion ni and
beam ion nf densities normalized by electron density
nea = 3.29× 1019m−3 at magnetic axis Ra = 1.72 m. (c) Electron
Te, ion Ti and beam ion Tf temperatures normalized by on-axis
electron temperature Tea = 1.689keV. The radial position of the last
closed magnetic flux surface is Redge = 2.27m.

of frequency is defined in electron diamagnetic frequency, so
here the minus sign means the real frequency is in ion diamag-
netic direction.

In all simulations, an initial Maxwellian distribution is
used for all species (electrons, EP and thermal ions), and
they are treated using a low noise δf scheme [55]. For the
GTC simulation model, EP and thermal ions are described by
gyrokinetic model [56], electrons are described by drift kin-
eticmodel. Compressiblemagnetic perturbation [57] and equi-
librium current [58] are included for completeness, and the
equilibrium pressure profiles of each species are fixed using
a model particle and heat source [34]. The radial boundary
of the simulation domain is R= [1.85,2.15]m. Based on the
convergence studies, GTC uses a global field-aligned mesh
with 32 parallel grid points, which is sufficient to resolve the
long parallel wavelength, and 2× 105 unstructured perpen-
dicular grid points with a grid size ∼ 0.6ρi to capture short
wavelength ITG, where ρi ∼ 2.1mm is the thermal ion gyrora-
dius. Time step is set to be 2× 10−5ms to resolve the high
frequency RSAE and the fast electron thermal motion vth,e ∼
2× 107ms−1. Additionally, a large particle number per cell
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6000 is used for each species to minimize the noise. In all sim-
ulations, the initial condition is only random noise, and all pol-
oidalm harmonics are included when using Fourier filtering to
select specific toroidal modes.

3. Nonlinear simulations of ITG microturbulence

We begin with global nonlinear electrostatic and electromag-
netic simulations focusing only on the ITG to investigate the
ITG nonlinear dynamics and associated thermal plasma trans-
port. In these simulations, we exclude EP by setting ni = ne
and keep multiple toroidal modes n= [0,25] with kθρi ∼ 0.7
for n= 25, where kθ stands for the poloidal wave number.

Figure 2(a) displays the time history of the scalar poten-
tial from the electrostatic ITG simulation. Linearly unstable
ITG, such as n= 14 and 16, are firstly driven. Linearly stable
modes, such as n= 4 and 5, are then nonlinearly generated
after 0.1 ms due to nonlinear mode coupling. Near 0.22 ms,
the ITG saturate and maintain a steady state nonlinear phase.
Electrostatic ITG simulation with EP is also performed and the
EP effects on the thermal plasma are found to be negligible. In
the electromagnetic ITG simulation, as shown in figure 2(b),
linearly stable modes are nonlinearly generated shortly before
the saturation of strong unstable modes and saturate at higher
levels. Figure 3(a) shows that the n= 1 (m= 3) mode dom-
inates the electromagnetic ITG in the nonlinear phase due to
inverse cascading [59]. However, due to the finite β-effect,
ITG saturates at lower amplitudes in the electromagnetic sim-
ulation than in the electrostatic ITG simulation.

The zonal flows ϕ z from electrostatic ITG are larger than
electromagnetic ITG due to the larger turbulence intensity.
However, figure 2 shows that zonal flow shearing rateωE (R) =
−R2Bθ

(
∂2ϕ z/∂ψ

2
)
possesses similar amplitude in the late

nonlinear phase for both electrostatic and electromagnetic
ITG, due to the smaller radial wave number kr of ϕZ from
electrostatic ITG than the electromagnetic ITG as indicated
by figure 4(b) that displays the radial profiles of the zonal flow
shearing rate ωE (R) at t= 0.6ms. Here, ωE (R) has been nor-
malized by the linear growth rate γ4,AE of the n= 4 RSAE,
while the root-mean-square value ωE (t) in [28] is normalized
by 2πγ4,AE. For a similar amplitude of zonal flow shearing rate
ωE, a smaller kr component has a stronger shearing effect on
the microturbulence.

Figure 4(a) displays the radial profiles of effective thermal
ion heat conductivity χ i (R), obtained from averaging over
the time domain t= [0.48,0.72]ms of thermal ion heat flux
Qi (R, t)/∇Ti as a function of major radius R and time t,
for both electrostatic and electromagnetic simulations. The
thermal ion heat fluxQi (R, t) is calculated using the equation,

Qi (R, t) =
ˆ (

miv2i
2

− 3Ti
2

)
vdr (R, t)δfi (R, t)dv

3,

where mi is the ion mass, vi is the ion thermal velocity, δfi
is the perturbed ion distribution function, and vdr is the radial

Figure 2. Time history of perturbed electrostatic potential eδϕ n/Te
for selected toroidal n modes on qmin flux surface from electrostatic
[panel (a)] and electromagnetic [panel (b)] ITG. The black line
represents the normalized zonal flow shearing rate ωE/(100γ4,AE)
which is root-mean-square (rms) value averaged over the radial
domain of the major radius R= [1.95,2.04]m.

Figure 3. Poloidal contour plot of perturbed electrostatic potential
eδϕ/Te at t= 0.6ms from electromagnetic ITG simulation [panel
(a)]. Panel (b) shows the poloidal contour plot of eδϕ/Te at
t= 0.64ms from RSAE simulation, and panel (c) shows the poloidal
contour plot of eδϕ/Te at t= 0.64ms from simulation coupling
ITG and RSAE.

component of gyrocenter drift velocity vd, which includes
E×B drift and magnetic-flutter terms for electromagnetic
simulation,

vd =
B0 ×∇⟨δϕ⟩

B2
0

+ v||
δB⊥

B0
,

with gyro-averaging <>, v|| the parallel velocity, δB⊥ the
perpendicular magnetic perturbation, and B0 the equilibrium
magnetic field. In electrostatic simulation, ITG can drive a
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Figure 4. Radial structures of effective thermal ion heat
conductivity χ i (R) [panel (a)] and normalized zonal flow shearing
rate ωE (R) [panel (b)] after nonlinear saturation from electrostatic
(blue dot) and electromagnetic (red solid) ITG simulations. The
vertical gray dot lines from left to right represent the q= 3 resonant
surfaces at R= 1.945m and R= 2.038m, and the vertical gray dash
lines represent the qmin location.

huge thermal ion heat transport. Due to finite β effect, how-
ever, it can be reduced by a factor of 10 reaching experimental
level of ∼ 1m2 s−1 in electromagnetic simulation, where the
heat flux is dominated by E×B drift. Moreover, χ i (R) in
both simulations, especially in the electromagnetic simulation,
exhibit a lower value at the specific resonant surfaces q= 3 at
R= 1.945 m and R= 2.038 m.

4. Cross-scale coupling between RSAE and ITG

4.1. Regulation of RSAE by ITG

In the simulations coupling ITG microturbulence and meso-
scale RSAE, an electromagnetic simulation of the ITG tur-
bulence with EP is initiated by using Fourier filtering to
remove all fluctuating fields of the n= [1,10]RSAE and keep-
ing only the n= [11,25] ITG and the n= 0 zonal mode to
provide a background microturbulence. The EP contribution
slightly decreases the ITG linear growth rate. The time chosen
for launching the RSAE is crucial. Firstly, the launch time
should not be too early, since the RSAE needs to be sat-
urated after ITG saturation to investigate the effects of ITG
on both linear and nonlinear phase of RSAE. Secondly, the
launch time should not be too late, as the filtering of lower n
modes n= [1,10]would truncate the inverse cascading of ITG.
Figure 2 has shown that the longer wavelength modes (e.g.
n= 4 and 5) are marginally stable with very small amplitudes

Figure 5. EP effective diffusivity Df (R, t)
(
m2 s−1) as a function of

major radius R and time t from single scale RSAE simulation [panel
(a)] and simulations coupling ITG and RSAE with 0.8∇Ti [panel
(b)], original ∇Ti [panel (c)], and 1.3∇Ti [panel (d)]. The white
dash lines represent qmin location and the unit of color bar is m2 s−1.

in the early linear phase (t< 0.2ms), so the absence of these
long wavelength modes before t= 0.2ms does not affect the
ITG saturation at t∼ 0.3ms.Therefore, the RSAE is added
at 0.18 ms by allowing the n= [1,10] modes in the self-
consistent simulation.

Figure 5(c) illustrates the EP effective diffusivityDf (R, t) =
Γf (R, t) /∇nf, i.e. particle flux normalized by density gradi-
ent, as a function of major radius R and time t obtained from
simulation coupling ITG and RSAE, where the calculation of
Γf (R, t) in GTC has been described at the end of section 3.1
in [18]. After the initiation of the RSAE, the inner ITG sat-
urates near 0.25ms and the outer ITG saturates near 0.3ms.
RSAE saturates near 0.43ms with maximal amplitude near the
qmin flux surface, and the EP transport driven by the RSAE
is much larger than that directly driven by the ITG. After the
initial saturation of the RSAE, instead of the quenched non-
linear phase in the single scale RSAE simulation as shown in
figure 5(a), a quasi-steady state nonlinear phase can be main-
tained in the coupled simulation. However, unlike the EP trans-
port at the initial saturation of the RSAE, the quasi-steady state
EP transport mostly localizes just outside the qmin flux sur-
face. Compared to simulation focusing only on the RSAE, as
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Figure 6. Radial structures of effective EP diffusivity Df (R) in
nonlinear phase from single scale RSAE simulation (blue dash) as
well as simulations coupling ITG and RSAE with 0.8∇Ti (red
solid), original ∇Ti (black dot dash), and 1.3∇Ti (cyan dot). The
vertical gray dash line represents the qmin location.

shown in figure 1 of [28], ITG affects the RSAE linear growth,
and suppresses mode amplitude and associated EP transport at
the initial RSAE saturation, but enhances the quasi-steady EP
transport to the experimental level. In addition, near the qmin

flux surface, quasi-steady RSAE exhibits a regular 2D mode
structure with maximal amplitude as shown in figure 3(c),
instead of the broken RSAE structure in the simulation focus-
ing only on RSAE as shown in figure 3(b) where the nonlinear
generated TAE outside the qmin flux surface has been described
in section 5 of [18].

To account for experimental measurement uncertainties,
we carry out a sensitivity study of ITG intensity by varying
the thermal ion temperature gradient. We reduced the thermal
ion temperature gradient by 20% to provide a weaker back-
ground microturbulence, as depicted in figure 5(b), resulting
in a later ITG saturation and a smaller ITG-induced EP trans-
port. Consequently, the effects of suppression at the initial
saturation of RSAE and enhancement of EP transport in the
nonlinear phase by weaker background ITG are weaker than
the standard background ITG. Conversely, we increased the
thermal ion temperature gradient by 30% to provide a stronger
background microturbulence, as shown in figure 5(d), lead-
ing to an earlier ITG saturation, and larger ITG-induced EP
transport. The stronger ITG strongly suppresses the initial sat-
uration of RSAE, but a second burst can even be observed.
As expected, the regulation of the RSAE by a stronger ITG
is stronger. We also carry out simulations focusing only on
RSAE with 0.8∇Ti and 1.3∇Ti and confirm that the slight
changes in ∇Ti have little effects on the linear dispersion and
nonlinear dynamics of the RSAE in the single scale RSAE
simulations.

The time history of effective EP diffusivity Df (t) has been
previously shown in figure 1 of [28] for both single scale
RSAE simulation and simulations coupling RSAE and ITG

Figure 7. Perturbed EP distribution function δf in (Pζ ,λ) phase
space with fixed µBa = 80keV at 0.8ms from single scale RSAE
simulation [panel (a)] and at 0.83ms from standard coupled
simulation [panel (b)]. The black lines represent the dominant linear
resonance.

with various ∇Ti. Figure 6 illustrates radial profiles of quasi-
steady EP transport Df (R) obtained by the time average from
the start point selected to be right after the RSAE initial satura-
tion to the end of simulation. In the single scale RSAE simula-
tion, the associated EP transport Df (R)< 0.2 m2 s−1 is much
smaller than the experimental measurement in the entire radial
domain. However, in the coupled simulations, the EP transport
has the right order of magnitude to interpretive modeling value
of 2.5 m2 s−1 [60] and mostly localizes just outside the qmin

flux surface for weaker background microturbulence, while it
is observed in a wider radial domain with a larger value for a
stronger background microturbulence.

In simulations focusing only on RSAE, the nonlinear
dynamics of both RSAE amplitude and EP transport show a
large initial burst followed by a quenched nonlinear phase.
However, in coupled simulations, the RSAE amplitude and
EP transport decrease significantly at the initial saturation, but
later increase to experimental levels in the quasi-steady state.
Two physical processes may be attributed to maintaining the
quasi-steady state AE turbulence in the presence of ITG: first,
ITG can scatter the resonant EP nonlinearly trapped by RSAE,
and second, ITG can damp zonal flows generated by RSAE.

We first examine the ITG scattering effects on the resonant
EP nonlinearly trapped by RSAE through the phase space non-
linear dynamics. Figure 6 in [18] shows that the nonlinearly
trapped EP by the RSAE in the simulated discharge consists
of both magnetically trapped and passing particles. Figure 7
shows the comparison of EP distribution perturbation δf in
the phase space (Pζ ,λ) for a fixed magnetic moment µBa =
80keV between single scale RSAE simulation and standard
coupled simulation, where λ= µBa/E is the pitch angle and
Pζ is the canonical angularmoment normalized by the poloidal
magnetic flux at wall ψ w,

Pζ = g
mf

ZfB0
vf|| −ψ ,

with µ the magnetic moment, Ba the on-axis equilibrium mag-
netic field, E the kinetic energy, g the covariant component of
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Figure 8. Perturbed EP distribution function δf in (Pζ ,λ) phase
space with fixed µBa = 25keV at 0.8ms from single scale RSAE
simulation [panel (a)] and at 0.83ms from standard coupled
simulation [panel (b)]. The black lines represent the dominant linear
resonance.

equilibriummagnetic field, ψ the poloidal magnetic flux func-
tion,B0 the equilibriummagnetic field, andmf, Zf, vf|| the beam
ion mass, charge, and parallel velocity, respectively. Instead of
the clump-hole structures with large amplitudes dominated by
deeply magnetically trapped particles which reduces the drive
and quenches the RSAE [61] in the nonlinear phase of the
single scale RSAE simulation, we can see the reduction of the
amplitude and the shrinking of the EP coherent structures in
the presence of background ITG. Specifically, the EP scatter-
ing by the ITG restores the EP initial profile and linear drive by
reducing the flattening of EP profile in the resonance region.

For another magnetic moment µBa = 25 keV where both
magnetically passing and trapped particles play an import-
ant role in the resonance, ITG has strong scattering effects
on both magnetically passing and trapped particles as shown
in figure 8. Therefore, the EP scattering by the ITG can
be attributed to the maintaining of quasi-steady state AE
turbulence.

We then examine the zonal structures in the absence and
presence of background ITG to investigate the ITG effects
on the zonal flows generated by the RSAE. The zonal struc-
tures in nonlinear phase presented in figures 9(c) and (e) are
selected from simulation focusing only on RSAE and standard
coupled simulation when zonal flow shearing rate reaches its
minimum value after the RSAE saturation, as shown in figure
1 of [28] where the damping of the zonal flow shearing rate
is observed in the presence of background ITG. We can find
that zonal flows are mostly generated by thermal plasma in
both simulations. And the amplitude of zonal component of
thermal ion δNi00 and electron δNe00 in the coupled simulation
are smaller than the single scale RSAE simulation but larger
than the single scale ITG simulation as shown in figure 9(a).
Particularly, a reduced amplitude of δN in the entire radial
domain is observed in the coupled simulation due to the ITG
diffusion.

Figures 9(d) and (f ) show, respectively, the spectrum of
zonal structures from simulation focusing only on the RSAE
and standard coupled simulation. In both simulations, the
spectrum of δNf00 peaks at long wavelength region with

krρi = 0.11 which is similar to the poloidal spectrum of
n= 4 RSAE with kθρi = 0.11 near qmin flux surface. In the
single scale RSAE simulation as shown in figure 9(d), δNi00
and δNe00 have a wide spectrum with 0.78< krρi < 1.55,
and the long wavelength component mostly locate near the
qmin flux surface. In the presence of background ITG as
shown in figure 9(f ), however, the spectra of δNi00 and δNe00
are narrowed down to 0.92< krρi < 1.32, where the long
wavelength component with 0.6< krρi < 0.71 and smaller
amplitude mostly comes from the oscillation near R= 2.04m
and is similar to the single scale ITG simulation as shown in
figure 9(b). The reduction of amplitude of zonal structures,
especially for the low kr components that are more effective
to suppress the RSAE, leads to the weaker zonal flow effects
on the RSAE in the coupled simulation than in the simulation
focusing only on the RSAE.

4.2. Effects of RSAE on ITG

We now study the effects of the RSAE on the ITG. Figure 10
shows thermal ion effective heat conductivityχ i (R, t), i.e. heat
flux Qi (R, t)/∇Ti normalized by the temperature gradient,
as a function of major radius R and time t in the nonlinear
phase from simulations focusing on, respectively, only elec-
tromagnetic ITG, only RSAE, and coupled ITG and RSAE.
In the simulation focusing only on the electromagnetic ITG
(figure 10(a)), ITG on both sides of the qmin flux surface
spread across the entire radial domain, resulting in the quasi-
steady state outward thermal ion heat transport in nonlinear
phase. However, heat flux drops to a lower value near the
q= 3 resonant surfaces. In the simulation focusing only on
the RSAE (figure 10(b)), the inward and outward thermal ion
heat transport driven by the RSAE has a similar amplitude to
that driven by the ITG, and the oscillation frequency of the
heat flux direction is the RSAE frequency outside R= 1.9m.
Inside R= 1.9m, however, the heat flux is always outward
which may be driven by the coexistence of ITG and RSAE
for 10≤ n≤ 12 in the simulated discharge [54]. In the simu-
lation coupling the ITG and RSAE as shown in figure 10(c),
thermal ion heat flux direction also oscillates with the RSAE
frequency except for the locations near the q= 3 surfaces and
R< 1.9m. Thermal ion heat flux exhibits both inward and
outward directions near the qmin flux surface, but is almost
outward away from the qmin flux surface. Averaging over the
time domain in the nonlinear phase gives the radial profiles
of effective thermal ion heat conductivity χ i (R) as shown in
figure 11(a). We can find that the inward and outward thermal
ion heat flux leads to a small effective thermal ion heat con-
ductivityχ i (R)∼ 0 outsideR= 1.9m in the simulation focus-
ing only on the RSAE. Compared withχ i from the single scale
electromagnetic ITG simulation, the effective thermal ion heat
conductivity is reduced by more than a factor of 2 in the sim-
ulation coupling ITG and RSAE.

Figure 11(b) shows the radial profiles of zonal flow shear-
ing rate ωE (R) [62] from simulations focusing on, respect-
ively, only electromagnetic ITG, only RSAE, and coupled ITG
and RSAE. The ωE (R) from single scale RSAE simulation
has much larger amplitude but smaller kr than the coupled

7
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Figure 9. Radial profiles [panel (a), (c), (e)] and spectra [panel (b), (d), (f )] of gyrocenter zonal density [thermal ion δNi00 (red solid), and
electron δNe00 (black dot dash), EP δNf00 (blue dot)], where the amplitude of δNf00 has been amplified by 100 times. Panel (a) and (b) are
selected from single scale electromagnetic ITG simulation at t= 0.6ms. Panel (c) and (d) are selected from single scale RSAE simulation at
t= 0.64ms, where higher kr components of δNe00 with krρi > 2 corresponding to the oscillation near R= 1.92m as shown in panel (c) have
been cut off, since it is far away from RSAE location. Panel (e) and (f ) are selected from standard coupled simulation at t= 0.64 ms. The
vertical gray dot lines represent the q= 3 resonant surfaces at R= 1.945 m and R= 2.038 m, and the vertical gray dash lines represent the
qmin location.

simulation outside the R= 1.945 m domain. Within the radial
domain R= [1.94,1.98]m, ωE (R) from the coupled simula-
tion is larger than that from the single scale ITG simulation,
resulting in a small χ i (R) in this radial domain. The larger
zonal flows are mostly generated by the RSAE [28], but the
EP effects may also enhance the generation of the zonal flows
by the ITG [63]. Away from R= [1.94,1.98]m, however, there
is no significant enhancement of the ωE (R) in the coupled
simulation, and the reduction of the time-averaged effective
heat conductivity χ i (R) of more than a factor of 2 is mostly
caused by the oscillation of the thermal ion heat flux direc-
tion with RSAE frequency. For the thermal ion heat flux at
the specific q= 3 resonant surfaces in the coupled simula-
tion, the reduction of χ i (R) at R= 1.945m is due to the lar-
ger ωE (R), while the almost unchanged ωE (R) is accompan-
ied by the unchanged χ i (R) at the R= 2.038m. Therefore,
both the stronger zonal flows generated by the RSAE and
the oscillation of the thermal ion heat flux direction can be
attributed to the reduction of the thermal ion heat transport in
the coupled simulation. Similarly, zonal flows generated by
the fishbone instability are expected to suppress the micro-
turbulence in a recent GTC simulation of another DIII-D
experiment [64].

In figure 11(a), the blue line represents theχ i (R) calculated
by the Kick model [65] for TRANSP code from power bal-
ance, where the kick probabilities are provided by the exper-
imentally measured Alfven eigenmodes [60]. Compared with
the blue line, the χ i (R) from the standard GTC coupled sim-
ulation is too low.

However, the agreement becomes better within the radial
domain of two q= 3 locations when we consider a slightly
stronger background ITG turbulence by increasing the ion
temperature gradient by 30%, which lies within the experi-
mental uncertainty. In the simulation focusing only on elec-
tromagnetic ITG, thermal ion heat flux driven by the stronger
ITG is stronger, as shown in figure 12, and χ i (R) also drops
to a lower value at the same resonant surfaces, compared
with the red solid line in figure 11(a). In the coupled simu-
lation with the stronger ITG, the reduction of χ i (R) only hap-
pens outside the qmin surface and is not as much as that in
the standard coupled simulation, as shown in the black dot
dash line of figure 11(a). For the zonal flow shearing rate
ωE (R) in the simulations focusing only on electromagnetic
ITG, figures 11(b) and 12(b) show that the standard ITG and
stronger ITG have similar ωE (R). In the coupled simulation
with stronger ITG, however, ωE (R) is smaller than that in the
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Figure 10. Thermal ion effective heat conductivity
χ i (R, t)

(
m2 s−1) as a function of major radius R and time t from

single scale electromagnetic ITG simulation [panel (a)], single scale
RSAE simulation [panel (b)], and standard coupled simulation
[panel (c)]. The positive and negative values represent outward and
inward transport. The black dot lines represent the q= 3 resonant
surfaces at R= 1.945m and R= 2.038m, and the black dashed
lines represent qmin location.

standard coupled simulation except for the resonant surface
q= 3 at R= 2.038m. Accordingly, compared with the sim-
ulation focusing only on the stronger electromagnetic ITG,
there is no significant enhancement of ωE (R) in the presence
of the RSAE except for at the resonant surface q= 3. The
significant increase of ωE (R) near the resonant surface leads
to a great reduction of χ i (R) near R= 2.038m as shown in
figure 12(a). Away from R= 2.038m, the reduction of χ i (R)
in the coupled simulation is mostly caused by the oscillation
of the thermal ion heat flux direction with RSAE frequency.
The smaller reduction of χ i (R) and enhancement of ωE (R) in
the coupled simulation with 1.3∇Ti indicates that the RSAE
effects on the stronger ITG are weaker.

5. Discussion

We perform global nonlinear gyrokinetic simulations using
equilibrium and plasma profiles from the DIII-D shot #159243
to investigate the cross-scale interaction between meso-scale
RSAE and ITG microturbulence. GTC simulations find:

Figure 11. Radial profiles of effective thermal ion heat conductivity
χ i (R) [panel (a)] from GTC simulations with original∇Ti [single
scale electromagnetic ITG simulation (red solid), single scale RSAE
simulation (cyan dot), and coupled simulation (black dot dash)] and
the reduced model (blue). Panel (b) shows the radial profile of
normalized zonal flow shearing rate from single scale
electromagnetic ITG simulation (red solid) at 0.6ms, single scale
RSAE simulation (cyan dot) at 0.64ms, and standard coupled
simulation (black dot dash) at 0.64ms. The vertical gray dot lines
represent the q= 3 resonant surfaces at R= 1.945m and
R= 2.038m, and the vertical gray dash lines represent the qmin
location.

1. In simulations focusing only on ITG, finite β effect greatly
reduces thermal ion heat transport.

2. In this simulation coupling ITG and RSAE, EP scattering
effects and damping of zonal flows due to ITG can be con-
tributed to the regulation of RSAE by ITG. In turn, the
stronger zonal flows generated by the RSAE and the RSAE
frequency modulation of the ITG-induced thermal ion heat
transport can be attributed to the RSAE effects on the ITG.

3. For a stronger background ITG, the regulation of the RSAE
by the ITG is stronger, while the effects of the RSAE on the
ITG are weaker.

4. The RSAE amplitude δTe and electron density fluctuation
δne spectra in the quasi-steady state ITG-RSAE turbulence
qualitatively agree with experimental measures (table 1).

Self-consistent GTC simulations reported in [18, 28] and
the present work, systematically reveal the limitation of single
scale simulations and the critical role of cross-scale coup-
ling on the EP-thermal plasmas nonlinear dynamics. The
agreements quantitively validate the GTC nonlinear electro-
magnetic simulation model and ensure that the GTC code
can predict α-particle confinement in future burning plasmas.
However, table 1 shows the discrepancy of EP and bulk ion
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Figure 12. Radial profiles of effective thermal ion heat conductivity
χ i (R) [panel (a)] from GTC simulations with 1.3∇Ti [single scale
electromagnetic ITG simulation (red solid) and coupled simulation
(black dot dash)] and reduced model (blue). Panel (b) shows the
radial profile of normalized zonal flow shearing rate from single
scale electromagnetic ITG simulation (red solid) and coupled
simulation (black dot dash). The vertical gray dot lines represent the
q= 3 resonant surfaces at R= 1.945m and R= 2.038m, and the
vertical gray dash lines represent the qmin location.

Table 1. Comparisons of standard coupled simulation results with
DIII-D experimental measurements near qmin. The coefficient C is
defined as C= |GTC− exp|/exp.

Df
(
m2 s−1) χ i

(
m2 s−1) δTe ( eV) kθρi of δne

GTC 0.96 0.35 5.5 0.38
Exp 2.5 1.3 4.8 < 0.5
C 61.6% 73.1% 14.6% 24%

transport between the standard GTC coupled simulation and
experimental value is still too large. The approximations, such
as the isotropic Maxwellian EP distribution and the fixed pro-
files, may lead to some difference in the simulation results.
Moreover, compared with intermittent AE activity in experi-
ments, the short simulated time does not provide a complete
description of the EP transport.

In the future, our plans are the following:

1. Effects of experimental EP distribution and evolved profiles
on the cross-scale coupling between RSAE and ITG will be
explored, using the simulated equilibrium and profiles.

2. Coupled simulations using equilibrium and profiles from
other machines will be conducted to validate the GTC sim-
ulation model.

3. Predication of α-particle confinement in burning fusion
plasmas will be made.
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