Global gyrokinetic particle simulations of microturbulence in W7-X and LHD stellarators
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ABSTRACT
Global gyrokinetic particle simulations of electrostatic ion temperature gradient (ITG) instability show that the most unstable eigenmode is localized to some magnetic fieldlines or discrete locations on the poloidal plane in the Wendelstein 7-X (W7-X) stellarator due to its mirror-like magnetic fields, which vary strongly in the toroidal direction and induce coupling of more toroidal harmonics (n) to form the linear eigenmode than in the Large Helical Device (LHD) stellarator. Nonlinear electrostatic simulation results show that self-generated zonal flows are the dominant saturation mechanism for the ITG instabilities in both the LHD and W7-X. Furthermore, radial widths of the fluctuation intensity in both the LHD and W7-X are significantly broadened from the linear phase to the nonlinear phase due to turbulence spreading. Finally, nonlinear spectra in the W7-X are dominated by low-n harmonics, which can be generated both by nonlinear toroidal coupling of high-n harmonics and by linear toroidal coupling with large amplitude zonal flows due to the 3D equilibrium magnetic fields.
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I. INTRODUCTION
The stellarator1–7 is an attractive fusion reactor concept with steady state operation and reduced risk of disruptions since no plasma current drive is needed. However, the intrinsically 3D magnetic equilibrium could destroy the conservation of canonical angular momentum, allowing particle orbits to drift far away from magnetic flux surfaces. The breaking of the toroidal symmetry could enhance collisional (neoclassical) transport, increase plasma flow damping, and modify the structure and coupling of both macro- and micro-instabilities. Recently, design and optimization of stellarators with quasi-symmetry have greatly improved the plasma confinement. In particular, the drift-optimized quasi-isodynamic Wendelstein 7-X (W7-X)9 has achieved plasma confinement approaching the performance of axisymmetric tokamaks. Originally designed for magnetohydrodynamic (MHD) stability, the Large Helical Device (LHD)5 has also found an optimized operation regime, where a strong inward shift of magnetic axis reduces the neoclassical transport to the level of an advanced stellarator6 or an approximately quasi-omnigenous stellarator.7,8

With reduced neoclassical transport, turbulent transport becomes a critical issue for the plasma confinement in stellarators. For example, turbulent transport has been conjectured to account for a significant fraction of core transport and for the majority of edge transport in W7-X experiments.9 In fact, transport coefficients measured from experiments are much larger than those predicted by the neoclassical theory, which indicates that turbulent transport plays a dominant role.10 Core plasma fluctuations measured by phase contrast imaging (PCI)11 show characteristics of ion temperature gradient (ITG) and trapped electron mode (TEM) turbulence. Therefore, it is important to understand the properties of microturbulence in the stellarators, which are complicated by the 3D equilibrium. Furthermore, the interactions between neoclassical and turbulent transport in stellarators and the extrapolation to the reactor regime have not been widely studied by theory or simulations.

Some progress has been made for gyrokinetic simulations of the microturbulence in stellarators. The gyrokinetic continuum flux-tube code GKV has been used to carry out extensive simulations of
stellarators, e.g., finding isotope and collisional effects on the turbulent transport and zonal-flow generation by the TEM turbulence in the LHD. Another gyrokinetic continuum code GENE has been used to carry out radially local simulations of the microturbulence in stellarators, finding a broadband turbulence due to the co-existence of multiple ITG modes. Effects of 3D geometry on zonal flows dynamics and turbulent transport have been studied. Effects of radial electric fields on the linear ITG instabilities in the W7-X and LHD have also been studied using the global gyrokinetic particle-in-cell code EUTERPE. A full-f gyrokinetic code, GT5D, has been used to study the collisionless damping of zonal flows in the LHD.

Previous nonlinear gyrokinetic simulations of the microturbulence in stellarators have been performed in a flux-tube or radially local geometry. However, flux-tube simulations do not properly treat the coupling of multiple toroidal harmonics induced by the 3D magnetic fields in the stellarators, which require full flux-surface simulations. The helically trapped particles can drift far across flux-surfaces and thus require radially nonlocal simulations. In this work, global gyrokinetic particle simulations of the microturbulence are carried out in the LHD and W7-X stellarators by using the gyrokinetic toroidal code (GTC). The capability of simulating 3D equilibrium has been developed in the GTC, which has been applied to simulate toroidal Alfvén eigenmodes in the LHD, ITG/TEM turbulence and kinetic ballooning mode (KBM) turbulence in the DIII-D tokamak with 3D resonant magnetic perturbations (RMPs), and effects of magnetic islands on bootstrap current and on microturbulence. An early GTC version has been used in the simulations of neoclassical transport and ambipolar electric fields for the design of a compact stellarator.

A feature in the GTC is the global field-aligned mesh, which provides the maximal computational efficiency without making any geometry approximation. In particular, the computational cost of GTC simulations using the field-aligned mesh is proportional to \( n^2 \), where \( n \) is the most unstable toroidal mode number. For comparison, other global simulation codes using toroidal mode decomposition or ballooning mode representation have a computational cost proportional to \( n^4 \) when interactions between all unstable toroidal harmonics in stellarators must be treated. Therefore, using the global field-aligned mesh can reduce computational requirements by two orders of magnitude since the most unstable ITG mode in the W7-X is \( n \approx 200 \) (see Sec. III).

This paper reports the development and verification for the first nonlinear global gyrokinetic simulations of the microturbulence in the LHD and W7-X stellarators. Linear GTC simulations show that the electrostatic ITG eigenmode structure is extended in the magnetic field direction but narrow in the perpendicular direction and peaks in bad curvature regions in both LHD and W7-X stellarators. The eigenmode structure is localized at the outer mid-plane in the LHD, similar to that in a tokamak. On the other hand, the eigenmode structure in the W7-X is strongly localized to some magnetic fieldlines or discrete locations on the poloidal plane, which is due to the mirror-like magnetic fields varying strongly in the toroidal direction that induce coupling of more toroidal \( n \)-harmonics to form the linear eigenmode. The linear GTC simulation results are in good agreement with the results from EUTERPE simulations of the same ITG eigenmode in the W7-X using identical magnetic geometry and plasma profiles.

GTC nonlinear electrostatic simulations show that regulation by self-generated zonal flows is the dominant saturation mechanism for the ITG instabilities in both LHD and W7-X stellarators. Furthermore, radial widths of the fluctuation intensity in both the LHD and W7-X are significantly broadened from the linear phase to the nonlinear phase due to turbulence spreading. Finally, the nonlinear spectra in the W7-X are dominated by low-\( n \) harmonics (e.g., \( n = 5, 10, 15 \)), which can be generated both by nonlinear toroidal coupling of high-\( n \) harmonics (e.g., \( n = 200 \) and \( n = 205 \)) and by linear toroidal coupling of these low-\( n \) harmonics with large amplitude zonal flows (\( n = 0 \)). Note that the linear toroidal coupling of zonal flows with non-zonal modes is induced by the 3D magnetic fields (e.g., with \( n = 5, 10, \) and 15 harmonics) in the stellarators, an interesting new physics that does not exist in the axisymmetric tokamaks.

This paper is organized as follows. The representation of the non-axisymmetric toroidal geometry in the GTC and the electrostatic simulation model are described in Sec. II. The linear simulation results of the ITG in the LHD and W7-X are presented in Sec. III. Nonlinear simulation results of the ITG turbulence in the LHD and W7-X are discussed in Sec. IV. Finally, conclusion and discussions are provided in Sec. V.

II. IMPLEMENTATION OF THE 3D TOROIDAL GEOMETRY AND SIMULATION MODEL IN THE GTC

A. Implementation of 3D toroidal geometry

The GTC uses realistic toroidal equilibrium geometry of fusion experiments reconstructed by MHD equilibrium codes including EFIT, VMEC, M3D-C1, and LR_eqM. In the current simulations of ITG instabilities in LHD and W7-X stellarators, the GTC uses VMEC equilibria, which assume closed magnetic flux surfaces. The 3D toroidal equilibrium from the VMEC was first implemented in the GTC for simulations of toroidal Alfvén eigenmode instabilities in the LHD, and microturbulence in the DIII-D tokamak with resonant magnetic perturbations (RMPs). The VMEC equilibrium data include poloidal current \( g(\psi) \), toroidal current \( I(\psi) \), and magnetic safety factor \( q(\psi) \). The equilibrium geometry and magnetic field data from the VMEC are provided in the form of Fourier series coefficients \( B_i \) and \( B_j \) in the toroidal direction,

\[
B(\psi, \theta, \zeta) = \sum_n [B_i(\psi, \theta, n) \cos(n\zeta) + B_j(\psi, \theta, n) \sin(n\zeta)],
\]

where \((\psi, \theta, \zeta)\) are the poloidal flux, poloidal angle, and toroidal angle, respectively, forming right-handed Boozer coordinates, and \( n \) is the toroidal harmonic. The Fourier coefficients \( B_i \) and \( B_j \) are specified on a rectangular equilibrium mesh on the \((\psi, \theta)\) poloidal plane. Similarly, the transformations between Boozer coordinates \((\psi, \theta, \zeta)\) and cylindrical coordinates \((R, \Phi, Z)\) are also given by the same form of Eq. (1), where \( R, \zeta, \Phi \) and \( Z \) are Cartesian coordinates on the poloidal plane, and \( \Phi \) is the toroidal angle in cylindrical coordinates. The difference between \( \Phi \) and \( \zeta \) is given by the Boozer series with the same form of Eq. (1). The GTC retains rigorously all the \( \zeta \)-dependence of the magnetic field and the coordinate transformations for simulating 3D toroidal equilibria including stellarators and tokamaks with RMPs.

Since evaluations of trigonometric functions in Eq. (1) are computationally expensive, the GTC uses quadratic spline interpolation on an equilibrium mesh in the \((\psi, \theta)\) as VMEC data, plus a regular toroidal equilibrium mesh along \( \zeta \) with spline coefficients associated with a particular toroidal grid point being stored by the computing processor.
with the corresponding toroidal rank in the toroidal domain decomposition using the Message Passing Interface (MPI). The periodicities of the values and the first derivatives in the \( \theta \) and \( \zeta \) directions are enforced by using the periodic boundary condition when constructing the spline functions. An odd number of spline sections in these directions is required due to intrinsic constraints in the periodic quadratic spline algorithm. \(^{30}\)

Both the LHD and W7-X have a stellarator symmetry with a number of field periods \( N_{fp} = 10 \) and 5, respectively, i.e., all equilibrium quantities have a periodicity of \( 2\pi/N_{fp} \) in the toroidal direction. Therefore, the equilibrium spline can be constructed on the equilibrium mesh for a field period of \( \zeta = [0, 2\pi/N_{fp}] \) with the toroidal periodicity explicitly enforced at \( \zeta = 0 \) and \( 2\pi/N_{fp} \). This field period is also used in linear simulations of a single 3D eigenmode using a turbulence mesh as described in Sec. III.

The field-aligned turbulence mesh in the GTC allows a significantly smaller number of parallel grid points to resolve the eigenmode structure along the magnetic field direction, which has been implemented in tokamak simulations. \(^{25}\) However, the breaking of the toroidal symmetry in stellarators requires a much larger number of toroidal grid points in the equilibrium mesh for evaluating 3D equilibrium quantities. If we use the same number of equilibrium toroidal grid points for the turbulence parallel grid points, we would over-resolve the parallel eigenmode structure, which could have numerical issues due to unphysical modes with large parallel wavevectors. Therefore, in the GTC simulations of stellarators, more toroidal grid points in the equilibrium mesh are used than the parallel grid points in the turbulence mesh. We use \( N_r \) turbulence mesh in the parallel direction, on which charge density is gathered from particles and Poisson equation is solved. \(^{26}\) We use \( N_r \) extra grid points between every two turbulence grid points to construct the equilibrium mesh, on which equilibrium magnetic fields are calculated and used to push particles. Therefore, the total equilibrium grid points in the toroidal direction are \( N_{fp}(N_r + 1) \).

### B. Electrostatic simulation model

In this work, we assume that the electron response is adiabatic and use electrostatic gyrokinetic equation for ions. The collisionless gyrokinetic equation \(^{17,37}\) is

\[
\frac{d}{dt} f(X, \mu, \nu_\perp, t) = \left[ \frac{\partial}{\partial \nu_\perp} + \mathbf{X} \cdot \nabla + \nu_\parallel \frac{\partial}{\partial \nu_\parallel} \right] f = 0, \tag{2}
\]

in which

\[
\mathbf{X} = \nu_\parallel \mathbf{b} + \nu_\parallel \mathbf{v}_E + \nu_\parallel \mathbf{v}_d, \quad \nu_\parallel = \frac{1}{m} \frac{\mathbf{B} \times \mathbf{v}_E}{B} \cdot (\mu \nabla B + Z \nabla \phi).
\]

Here, \( f(X, \mu, \nu_\perp, t) \) is the distribution function with \( X \) being the gyrocenter position, \( \mu \) the magnetic moment, and \( \nu_\perp \) the parallel velocity, \( Z \) is the ion charge, and \( m \) is the ion mass. \( \mathbf{b} \) is the equilibrium magnetic field, \( \mathbf{v}_E = \frac{Z}{m \mathbf{B} \times (Z \nabla \phi)} \), and \( \mathbf{v}_d \) are the \( \mathbf{E} \times \mathbf{B} \) drift velocity and magnetic drift velocity, respectively. In this work, we keep the zonal flows generated by the ITG turbulence but neglect the equilibrium radial electric fields associated with the neoclassical ambipolarity in the non-axisymmetric systems. The ITG turbulent transport is automatically ambipolar because of quasi-neutrality.

In order to reduce the particle noise in simulations, the \( \delta f \) method \(^{39}\) is used in this work. The ion gyrocenter distribution function \( f = f_0 + \delta f \) is decomposed into equilibrium part \( f_0 \) and perturbed part \( \delta f \). The propagator in Eq. (2) is separated into an equilibrium part \( L_0 \) and a perturbed part \( \delta L \). So Eq. (2) can be expressed as \( (L_0 + \delta L)(f_0 + \delta f) = 0 \), in which

\[
L_0 = \frac{\partial}{\partial \nu_\perp} + (\nu_\parallel \mathbf{b} + \nu_\parallel \mathbf{v}_E) \cdot \nabla - \frac{1}{m} \frac{\mathbf{B}^*}{B} \cdot (\mu \nabla B) \frac{\partial}{\partial \nu_\parallel} + \frac{\delta L}{m} = \nu_\parallel \cdot \nabla - \frac{1}{m} \frac{\mathbf{B}^*}{B} \cdot Z \nabla \phi \frac{\partial}{\partial \nu_\parallel}.
\]

The equilibrium distribution function \( f_0 \) is determined by \( L_0 f_0 = 0 \), which yields the neoclassical solution \( f_0 \). The perturbed distribution function is determined by \( (L_0 + \delta L)\delta f = -\delta L f_0 \). We define the particle weight as \( w = \delta f/f \), which is governed by

\[
\frac{d}{dt} w = (1 - w) \left[ -\nu_\parallel \cdot \nabla f_0 + \frac{Z}{m} \frac{\mathbf{B}^*}{B} \cdot \nabla \phi \frac{\partial f_0}{\partial \nu_\parallel} \right]. \tag{3}
\]

To solve Eq. (3), an analytical form of \( f_0 \) is needed. Since the neoclassical solution \( f_0 \) is not generally available and needs to be solved numerically, \(^{34,35}\) we approximate \( f_0 \) as a local Maxwellian in Eq. (3). Therefore, neoclassical effects are not taken into account in this work since the neoclassical term of \( \nu_\parallel \cdot \nabla f_0 \) does not appear in Eq. (3).

In magnetic coordinates, guiding center equations of motion in electrostatic simulations are as follows: \(^{40,41}\)

\[
\begin{align*}
\psi &= \frac{c}{Z} \frac{\partial}{\partial \psi} \left( \frac{I}{Z} \frac{\partial B}{\partial \psi} - g \frac{\partial B}{\partial \psi} \right) + \frac{g}{Z} \frac{\partial \phi}{\partial \psi}, \\
\dot{\theta} &= \frac{v_\parallel B (1 - \rho_\parallel g')}{D} + \frac{Z}{Z} \frac{\partial B}{\partial \psi} + \frac{\partial \phi}{\partial \psi}, \\
\dot{\zeta} &= \frac{v_\parallel B (q + \rho_\parallel I')}{D} - \frac{1}{D} \frac{\partial B}{\partial \psi} + \frac{\partial \phi}{\partial \psi}, \\
\dot{\rho}_\parallel &= -\frac{1 - \rho_\parallel g'}{D} \left[ \frac{\partial B}{\partial \psi} + \frac{\partial \phi}{\partial \psi} \right] + \frac{\partial q + \rho_\parallel I'}{D} \frac{\partial B}{\partial \psi} + \frac{\partial \phi}{\partial \psi}.
\end{align*}
\]

where

\[
D = gq + \rho_\parallel (gI' - Ig').
\]

Here, \( I' \equiv \frac{dI}{dT} \) and \( g' \equiv \frac{dg}{dT} \) are radial derivatives of poloidal and toroidal currents. The modified parallel canonical momentum is \( \rho_\parallel \approx \rho_\parallel \), with \( \rho_\parallel = \frac{v_{\parallel T}}{Z} \), and \( \frac{d\theta}{d\psi} = \mu + \frac{\partial \phi}{\partial \psi} B^2 \) is used for short. Those terms associated with \( \phi \) are nonlinear terms used only in nonlinear simulations. The perturbed electrostatic potentials are gyro-averaged for ions.

### III. LINEAR SIMULATION OF ITG INSTABILITY IN STELLARATORS

#### A. ITG instability in the LHD

The equilibrium magnetic geometry and plasma profiles of the LHD stellarator used in this work are adapted from Ref. 16. The LHD stellarator has a number of field periods \( N_{fp} = 10 \), i.e., all equilibrium quantities including magnetic fields and metric tensors are symmetric under the rotation of \( 0.2\pi \) in the toroidal direction. The 3D magnetic field plotted on the last closed flux surface (with a poloidal flux \( \psi_p \)) is
shown in Fig. 1(a), which shows a helical pole number of \( l = 2 \) and a strong variation of magnetic fields and flux surface shapes in the toroidal direction. The 2D contours of the flux surface with a poloidal flux \( \psi_{d} = 0.18 \), which is normalized by \( \psi_{X} \), are plotted in Fig. 1(b) for \( \zeta/\pi = 0, 0.05, 0.1, \) and 0.15. It shows that the magnetic axis has a nearly fixed position on the poloidal planes (e.g., almost circular from the top view), which is a main character of one kind of stellarator called heliotron.\(^{43,44} \) Because of the field period symmetry, the equilibrium magnetic fields contain only toroidal harmonics of \( n = kN_{fp} \), where \( k \) is a non-negative integer. The amplitudes of the magnetic field harmonics \( B_{n} \) for \( n = 0, 10, 20, \) and 30 at the poloidal angle \( \theta = 0 \) are plotted in Fig. 1(c) as a function of the normalized poloidal flux \( \psi_{r} \), which shows that the dominant non-axisymmetric part of the magnetic field is the \( n = 10 \) harmonic. In Figs. 1(c) and 1(d), the cosines and sines Fourier series coefficients of the \( n = 10 \) harmonic are also plotted on the \( (\psi_{r}, \theta) \) surface, which show a strong poloidal harmonic of \( m = 2 \).

The magnetic field pitch in the stellarator is often characterized by a rotational transform \( i \), where \( i = 1/q \) and \( q \) is the safety factor representing the number of toroidal turns per poloidal turn of the magnetic field line on a flux surface. The radial profile of \( i \) is plotted in
Fig. 1(f), which indicates that the magnetic shear is strong (except for the radial location with the minimal $i$). The boundaries of the simulation domain are $\psi_{\text{inner}} = 0.08 \psi_X$ and $\psi_{\text{outer}} = 0.40 \psi_X$, which are marked by two dashed lines in Fig. 1(f), where the ion temperature profile $T_i$ and its gradient are also plotted. We assume uniform electron temperature $T_e$, electron density $n_e$, and ion density $n_i$. The electron response is adiabatic in the current electrostatic simulation of the ITG. The ion species is proton and the ion dynamic is described by the gyrokinetic equation. When a particle goes outside the radial boundaries in the simulation, it is put back to the simulation domain and its weight is set to zero, which could result in a small net charge. The volume-averaged net charge is subtracted from the charge density used for solving the Poisson equation. So the particles that go outside the radial simulation domain will not affect the self-consistent electrostatic potential, but the total marker number is kept constant. There are non-vanishing temperature gradients at the radial boundaries.

However, there are buffer zones near both boundaries, where fluctuating potential is smoothly suppressed to be zero at the boundaries. All mode diagnostics are done on the $\psi_d = 0.18$ flux surface, where $i = 0.42$. Other parameters used in the simulations are as follows: magnetic field on axis $B_0 = 1.45$ T, electron temperature $T_e = 1$ keV, and major radius $R_0 = 3.96$ m, which corresponds to the outward-shifted magnetic configuration of the LHD stellarator.45,46 The simulation time step size is $\Delta t = 0.01 R_0 / C_s$, and $C_s = \sqrt{T_e / m_i}$. Growth rates and real frequencies of the simulations in this section are normalized by $C_s / R_0 = 8.37 \times 10^4$ s$^{-1}$.

Since the LHD stellarator has a number of field periods $N_{fp} = 10$, there exists ten linear eigenmode families. Each of the $i$th eigenmode family has multiple frequencies (eigenstates) and consists of coupled toroidal harmonics $n = k + i 10$, where $k$ is a positive integer and $i = 0, 1, 2, \ldots, 9$. The first eigenmode family ($i = 0$) can be simulated using a partial torus geometry47 with one field period of the toroidal domain,
\[ \zeta = [0, 2\pi/10]. \] Other eigenmodes have also been simulated and exhibit similar frequencies, growth rates, and mode structures as the \( i = 0 \) eigenmode family described on this subsection.

We first carry out studies of numerical convergence for the parallel grid number of the turbulence mesh and the toroidal grid number of the equilibrium mesh. To get these two kinds of grid numbers converged, we first keep the turbulence grid number \( N_p = 9 \) but vary \( N_e \) to increase the equilibrium grid number. The growth rates and frequencies from simulations using \( N_e = 0, 2, 6, \) and \( 10 \) indicate that \( N_e = 2 \) is enough for convergence when \( N_p = 9 \). Then, we vary the parallel grid number of the turbulence mesh \( N_p \) by fixing the toroidal grid number of the equilibrium mesh \( N_p(N_p + 1) = 25 \) or \( 27 \), and simulation results show that \( N_p = 9 \) and \( N_e = 2 \) are sufficient for convergence in the LHD simulations using one field period. For linear simulations, we use 110 radial grid points, 2700 poloidal grid points, and 10 ions per cell. The numbers of perpendicular grid points are chosen to resolve sufficiently the most unstable eigenmode after rigorous convergence studies. The same numbers of grid points are then used in both linear and nonlinear simulations although nonlinear simulations typically require smaller numbers of grid points due to the inverse cascade of fluctuation intensity.

The eigenmode structure in the 3D real space is shown in panel (a) of Fig. 2, on the \((\alpha, \zeta)\) plane in panel (b), where \( \alpha = \theta - \zeta/q \) represents the direction perpendicular to the field lines and \( \zeta \) parallel to the field lines, and on poloidal plane at \( \zeta = 0 \) in panel (c), where the color represents the amplitude of electrostatic potential \( \phi \). The eigenmode structure is narrow in the perpendicular direction but extended in the magnetic field direction. The mode amplitude peaks at the outer mid-plane, i.e., the bad curvature region. Figure 2 shows that the ITG mode structure in the LHD is similar to that in a tokamak, except that a single eigenmode in the stellarator is a linear superposition of many toroidal \( n \) harmonics.

The 2D spectrum of the eigenmode on the diagnosed flux surface is shown in Fig. 3(a), which is calculated by decomposing the electrostatic potential into toroidal and poloidal harmonics in the magnetic coordinates,

![Fig. 3](image-url)
Figure 3(a) shows that \( n = 40 \) is the dominant toroidal harmonic, which couples with \( n = 30 \) and \( 50 \) harmonics. The toroidal spectrum, which is a cut along the \( m = n/\ell \) line of the 2D spectrum, is given in Fig. 3(b). The poloidal spectrum for the dominant \( n = 40 \) harmonic in Fig. 3(c) is a cut along the \( n = 40 \) line of the 2D spectrum. Figure 3 shows that \( n = 30, 40, \) and \( 50 \) are the unstable \( n \) harmonics and that for the most unstable \( n = 40 \) harmonic, the dominant \( m \) harmonics range is \( m = [85, 100] \). On the diagnosed flux surface, the range of each unstable harmonics \([n, m]\) is \([n \pm \Delta n, m \pm \Delta m]\), which results in the three discrete structures in the 2D spectrum. For the dominant toroidal harmonic \( n = 40 \), the growth rate is \( \gamma = 2.84 \times 10^4 \text{s}^{-1} = 0.345 \omega / R_0 \) and the real frequency is \( \omega = 2.37 \times 10^5 \text{s}^{-1} = 2.84 \omega / R_0 \). We note that the measured real frequency and growth rate are only for the most unstable eigenmode. There could be subdominant modes in the initial value simulations.

B. ITG instability in the W7-X

The equilibrium magnetic geometry and plasma profiles of the W7-X stellarator used in this work are adapted from Ref. 16. The W7-X stellarator has a number of field periods \( N_{fp} = 5 \), which means that all equilibrium quantities are symmetric under the rotation of 0.4 \( \pi \) in the toroidal direction. The 3D magnetic field on the last closed
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**FIG. 4.** (a) Real space 3D plot of magnetic field \( B \) on the last closed flux surface of W7-X. (b) Real space 2D poloidal contours of flux surface \( \psi = 0.49 \psi_{X} \) at \( \zeta = 0 \) (blue), \( \zeta = 0.1\pi \) (red), \( \zeta = 0.2\pi \) (magenta), and \( \zeta = 0.3\pi \) (black). (c) 2D plot of \( n = 5 \) cosines Fourier series coefficients \( B_{c0}(\psi, \theta) \). (d) 2D plot of \( n = 5 \) sines Fourier series coefficients \( B_{s0}(\psi, \theta) \). (e) Radial profiles for Fourier series cosines coefficients of magnetic field at \( \theta = 0 \). Amplitudes of \( B_{c0}, B_{c15}, B_{c5}, B_{c10} \) are amplified. (f) Radial profiles for ion temperature \( T_i \) (red solid line), ion temperature gradient \( \frac{dT_i}{d\psi} \) (red dashed line), and rotational transform \( \iota \) (black). The simulation range is marked out by magenta lines: \( \psi_{inner} = 0.2 \psi_{X} \) and \( \psi_{outer} = 0.9 \psi_{X} \).
flux surface is plotted in Fig. 4(a), which shows a helical pole number of \( l = 2 \) and a mirror-like magnetic field in the toroidal direction. The 2D shapes of the flux surface at the poloidal flux \( \psi_d = 0.49 \), which is normalized by \( \psi_X \) of the last closed flux surface, are plotted in Fig. 4(b) for \( \zeta/\pi = 0, 0.1, 0.2, \) and 0.3. The magnetic axis does not have a fixed position on the poloidal planes; rather, it rotates in the toroidal direction.

Due to the \( N_{fp} = 5 \) in the W7-X, the equilibrium magnetic fields contain only toroidal harmonics of \( n = kN_{fp} \), where \( k \) is a non-negative integer. The amplitudes of the magnetic field harmonics \( B_n \) for \( n = 0, 5, 10, \) and 15 at the poloidal angle \( \theta = 0 \) are plotted in Fig. 4(c) as a function of the poloidal flux \( \psi \), which shows that the dominant non-axisymmetric part of the magnetic field is the \( n = 5 \) harmonic. The cosines and sines Fourier series coefficients of the \( n = 5 \) harmonic on the \((\psi, \theta)\) surface are given in Figs. 4(c) and 4(d), respectively, which show the dominant poloidal harmonic of \( m = 1 \).

The radial profile of the rotational transform, \( \iota \), is plotted in Fig. 4(f), which indicates that the magnetic shear in the W7-X is very
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weak. The boundaries of the simulation domain are \( \psi_{\text{inner}} = 0.2 \psi_X \) and \( \psi_{\text{outer}} = 0.8 \psi_X \), as marked by two dashed lines in Fig. 4(f), where the ion temperature profile \( T_i \) and its gradient are also plotted. We assume uniform electron temperature \( T_e \), electron density \( n_e \), and ion density \( n_i \). The ion species, electron response, and boundary conditions of particles and fluctuating potential are the same as in the LHD simulations. Other parameters used in the simulations are as follows: magnetic field on axis \( B_0 = 2.4 \) T, major radius \( R_0 = 5.62 \) m, and \( T_e = 1 \) keV. The simulation time step size is \( \Delta t = 0.01 R_0 / C_s \). Growth rates and real frequencies of the simulations in this section are normalized by \( C_s / R_0 = 5.51 \times 10^4 \) s\(^{-1}\).

In the W7-X, there are five linear ITG eigenmode families. One field period, i.e., one-fifth torus in the toroidal direction \( \zeta = [0, 2\pi/5] \), is used in the following GTC simulations of the first eigenmode family \( (i=0) \) with coupled toroidal harmonics of \( n = [0, 5, 10, \ldots] \). Other eigenmodes have also been simulated and exhibit similar frequencies, growth rates, and mode structures as the \( i=0 \) eigenmode family described in this subsection. First, we study the convergence in the parallel grid number of the turbulence mesh and the toroidal grid number of the equilibrium mesh. The growth rates and frequencies from simulations using \( N_p = 0, 2, 6, \) and \( 10 \) show that \( N_p = 2 \) is enough for the convergence when \( N_p = 9 \). Then, the parallel grid number of the turbulence mesh is varied, but the total toroidal grid number of the equilibrium mesh is kept at 25 or 27, which indicates that \( N_p = 9 \) and \( N_s = 2 \) are sufficient for the convergence. For linear simulations, we use 121 radial grid points, 4400 poloidal grid points, and 10 ions per cell.

The eigenmode structure in the 3D real space is shown in panel (a) of Fig. 5, on the flux surface \( \psi_d = 0.49 \) in panel (b), and on the poloidal plane at \( \zeta = 0 \) in panel (c). The eigenmode amplitude peaks at the \( \psi_d \) flux surface, where the dominant toroidal harmonic is \( n = 200 \). The mode structure is localized in the bad curvature region of the W7-X and extended in the magnetic field direction. Compared with that in the LHD, the mode structure in the W7-X has less in-out
asymmetry in the poloidal direction, which is due to the weak variations of the magnetic field in the poloidal direction in the W7-X. It is striking that the eigenmode in the W7-X is localized to some magnetic fieldlines, as shown in Fig. 5(a), or within some discrete locations on the poloidal plane, as shown in Fig. 5(c), which is different from that in the LHD [Figs. 2(a) and 2(c)]. The localization of the mode structure is due to the mirror-like magnetic fields varying strongly in the toroidal direction, which induce more toroidal $n$ harmonics to be coupled together to form the linear eigenmode in the W7-X. This localization of the ITG eigenmode requires a full flux-surface simulation since a flux-tube simulation will give rise to results dependent on the specific magnetic fieldline selected as the simulation domain.

The 2D spectrum of the eigenmode on the $\psi_d$ flux surface is shown in Fig. 6(a). The toroidal spectrum, which is a cut along the $m = n/1$ line of the 2D spectrum, and the poloidal spectrum for the $n = 200$ harmonic are given in Figs. 6(b) and 6(c), respectively. The ratio between dominant toroidal harmonics and poloidal harmonics is close to the rotational transform $\tau = -0.91$ on the $\psi_d$ flux surface. The dominant toroidal harmonic is around $n = 200$ with the unstable toroidal harmonics range from $n = 180$ to $n = 210$ in the W7-X, which is wider than that in the LHD. Since we only simulate one eigenmode family, harmonic gaps in Fig. 6 are $\Delta n = 5$ and $\Delta m \sim 5$ or 6 for the W7-X with $\tau = -0.91$, compared to that in Fig. 3 with $\Delta n = 10, \Delta m \sim 24$ for the LHD with $\tau = 0.42$. So the harmonic gap in the LHD is larger than that in the W7-X.

To verify GTC simulations, we compare GTC linear simulation results to EUTERPE linear simulation results for the same ITG eigenmode ($i = 0$) using identical W7-X magnetic geometry and plasma profiles in a careful benchmark. The growth rate measured using the highest amplitude harmonic ($n = 200$ and $m = -219$) from the GTC is $\gamma_{\text{GTC}} = 3.43 \times 10^4 \text{s}^{-1} = 0.623 C_i/R_0$, which agrees very well with $\gamma_{\text{EUTERPE}} = 3.38 \times 10^4 \text{s}^{-1}$ from EUTERPE. The frequency measured using the highest amplitude harmonic ($n = 200$ and $m = -219$) from the GTC is $\omega_{\text{GTC}} = 1.57 \times 10^5 \text{s}^{-1} = 2.85 C_i/R_0$, which agrees reasonably with $\omega_{\text{EUTERPE}} = 1.76 \times 10^5 \text{s}^{-1}$ from EUTERPE. Similar agreement between the GTC and EUTERPE has been obtained when varying $\eta_i$ (ratio of ion temperature gradient to density gradient) in a careful benchmark. Similar results have also been obtained later by XGC-S linear electrostatic simulations of this GTC-EUTERPE benchmark case. The eigenmode structure on the poloidal plane at the Boozer toroidal angle $\zeta = 0$ is shown in Fig. 5(c) from the GTC simulation and in Fig. 5(d) from the EUTERPE simulation on the poloidal plane at the cylindrical angle $\Phi = 0$. The eigenmode structures from both codes exhibit discrete locations of peak mode amplitudes. There are some differences in the details of the mode structures from these two codes. We suspect that these differences are partially due to the different coordinates used in these two codes: the poloidal plane in Fig. 5(d) from the EUTERPE is a flat surface with the cylindrical toroidal angle $\Phi = 0$, but the poloidal plane in Fig. 5(c) from the GTC in a curved surface with the Boozer toroidal angle $\zeta = 0$. Furthermore, the spectra of the perturbed potential $\delta \phi$ are calculated using different coordinates, which may contribute to the small differences of the spectra and real frequencies from the two codes. The GTC decomposes $\delta \phi$ to toroidal and poloidal harmonics using Boozer angles ($\theta, \zeta$) in Eq. (4), but EUTERPE decomposes the $\delta \phi$ using real space poloidal and toroidal angles ($\theta, \Phi$). Finally, we note that the larger range of the unstable toroidal harmonics in the W7-X requires more girds in the toroidal and poloidal directions in the EUTERPE simulation to resolve all the unstable toroidal and poloidal harmonics. However, the number of parallel grid points in the GTC is independent of the toroidal harmonics and the number of poloidal grid points is only determined by the maximal poloidal harmonic, thanks to the global field-aligned mesh in the GTC.

IV. NONLINEAR SIMULATIONS OF ITG TURBULENCE IN STELLATORS

Building on the verifications of linear simulations, GTC nonlinear simulations are carried out in this section to study the ITG saturation mechanism in the LHD and W7-X, using the same geometry and profiles described in Secs. II and III but adding nonlinear terms in the guiding center equation of motion. To study the role of zonal flows as the ITG saturation mechanism in the stellarator, only the first
eigenmode family \((i=0)\) is kept by using the one field period simulations (i.e., one-tenth of the toroidal domain in the LHD and one-fifth in the W7-X). We have previously found that the saturation of the ITG instabilities in tokamaks is due to the self-generated zonal flows and that nonlinear toroidal coupling between unstable eigenmodes is subdominant. We will perform nonlinear simulations including all linear eigenmode families in the future study of turbulent transport in stellarators.

The perturbed electrostatic potential \(\phi\) can be separated into a flux-surface averaged zonal component \(\langle \phi \rangle\) with \(n=m=0\) and a non-zonal component \(\delta\phi = \phi - \langle \phi \rangle\). We include self-generated zonal component in the nonlinear simulations but not the equilibrium radial electric field. Collisions are not included in these simulations for simplicity in order to focus on the physics of ITG saturation by zonal flows. For the nonlinear simulations, we use the same grid points and time step size as in the linear simulations but increase particles per cell to 200 to reduce particle noise based on the nonlinear convergence test.

We compare the results from nonlinear simulations with or without the zonal flows in Fig. 7 for both the LHD and W7-X, where the

---

**FIG. 8.** Poloidal contour plots of non-zonal electrostatic potential \(\Delta\phi\) in the LHD from GTC simulations (a) with zonal flows and (b) without zonal flows at \(t = 50R_0/C_s\) and in the W7-X (c) with zonal flows and (d) without zonal flows \(t = 30R_0/C_s\).
The comparisons of ITG non-zonal electrostatic potentials on the poloidal plane from simulations with and without self-generated zonal flows are given in Fig. 8. In the nonlinear phase, the radially elongated eigenmode structures are broken and the turbulence eddy size is reduced by zonal flows, which suppress the ion heat transport in both the LHD and W7-X. The effects of zonal flows appear to be slightly more pronounced for reducing the turbulence eddy sizes in the W7-X than in the LHD for the simulated equilibrium geometry and plasma profiles. The differences in the magnetic geometry and the ITG instability drive may contribute to the differences in the effects of zonal flows in regulating the ITG turbulence in the LHD and W7-X.

By comparing Fig. 8 with Figs. 2(c) and 5(c), we can see that the radial widths of the fluctuation intensity in both the LHD and W7-X are significantly broadened from the linear phase to the nonlinear phase (regardless of the zonal flows). This nonlinear broadening is clear from the time evolution of the radial profiles of the electrostatic potential amplitude in the simulation of the ITG with zonal flows in the W7-X as shown in Fig. 9(a). The radial widths of the fluctuation amplitude are much smaller than the simulation domain and nearly identical at different times (e.g., \( t = 15R_0/C_s \) and \( t = 20R_0/C_s \) during the linear phase but later increases much faster than the linear growth rate \( \nu_{\text{ITG}} \) after \( t = 25R_0/C_s \). We note that turbulence spreading was first observed in GTC global simulations of ITG turbulence in tokamaks \(^{21}\) and can only be captured by radially nonlocal simulations such as these GTC global simulations performed in the current work.

The 2D spectra of the non-zonal electrostatic potential in the nonlinear phase are shown in Fig. 10, and the toroidal spectra (averaged over the radial domain) are shown in Fig. 11. In both the LHD and W7-X, the fluctuation spectra of the non-zonal modes \((n > 0)\) exhibit an inverse cascade, where the spectral energy flows from high \( n \) and \( m \) harmonics in the linear phase to low \( n \) and \( m \) harmonics in the nonlinear phase. The nonlinear evolution of the potential spectra...
would presumably indicate similar evolution of the heat conductivity induced by individual toroidal harmonic since the radial correlation length of individual toroidal harmonic would be similarly reduced by zonal flows.

Effects of zonal flows on the inverse cascade are quantitatively different between the LHD and W7-X. In the simulations of the LHD with or without zonal flows, the nonlinear spectra of the non-zonal modes contain both low-\(n\) and high-\(n\) components (up to linearly dominant \(n = 40\) and \(m = 92\) harmonic), as shown in Figs. 10(a) and 10(b) and Figs. 11(a) and 11(b). In the simulation of the W7-X without zonal flows, the nonlinear spectra also contain both low-\(n\) and high-\(n\) components (up to linearly dominant \(n = 200\) and \(m = -219\) harmonic), as shown in Figs. 10(d) and 11(d), and are dominant by high-\(n\) components. In contrast, in the simulation of the W7-X with zonal flows, the nonlinear spectra contain low-\(n\) and high-\(n\) components but are dominated by low-\(n\) harmonics \(n = 5, 10, 15\), which can be generated both by nonlinear toroidal coupling of high-\(n\) harmonics (e.g., \(n = 200\) and \(n = 205\)) and by linear toroidal coupling of these low-\(n\) harmonics with large amplitude zonal flows. The fact that the nonlinear low-\(n\) harmonics are more prominent in the W7-X than in the LHD is consistent with the linear eigenmode coupling more toroidal harmonics in the W7-X than in the LHD. Note that the linear toroidal coupling of zonal flows \((n = m = 0)\) with non-zonal modes \((n > 0)\) is induced by the magnetic field variation along the toroidal direction in stellarators, which is an interesting new physics mechanism absent in the axisymmetric tokamaks.

FIG. 10. Nonlinear 2D spectrum \(|\delta \phi_{mn}|\) on the diagnosed flux surface of non-zonal electrostatic potential at \(t = 50R_0/C_s\) in the LHD from GTC simulations (a) with zonal flow and (b) without zonal flow and at \(t = 30R_0/C_s\) in the W7-X (c) with zonal flow and (d) without zonal flow.
V. CONCLUSION AND DISCUSSION

In conclusion, we have carried out both linear and nonlinear simulations of the ion temperature gradient (ITG) instability in the LHD and W7-X stellarators. Linear GTC simulations show that electrostatic ITG eigenmode structure is extended in the magnetic field direction but narrow in the perpendicular direction and peaks in bad curvature regions in both the LHD and W7-X. The eigenmode structure is localized at the outer mid-plane in the LHD, similar to that in a tokamak. On the other hand, the eigenmode structure in the W7-X is strongly localized to some magnetic fieldlines or within some discrete locations on the poloidal plane, which is due to the mirror-like magnetic fields varying strongly in the toroidal direction that inducing coupling of more toroidal $n$ harmonics to form the linear eigenmode structure.

GTC nonlinear electrostatic simulations show that regulation by self-generated zonal flows is the dominant saturation mechanism for the ITG instabilities in both the LHD and W7-X. Furthermore, radial widths of the fluctuation intensity in both the LHD and W7-X are significantly broadened from the linear phase to the nonlinear phase due to turbulence spreading. Finally, in the W7-X simulation with zonal flows, the nonlinear spectra are dominated by low-$n$ harmonics, which can be generated both by nonlinear coupling of high-$n$ harmonics and by linear toroidal coupling of these low-$n$ harmonics with large amplitude zonal flows.

In the future work, we plan to study the effects of equilibrium radial electric fields (which require radially nonlocal simulations), kinetic electrons (e.g., trapped electron mode), nonlinear interactions with all eigenmode families (ten in the LHD and five in the W7-X) kept in simulations of stellarators, as well as interactions between neo-classical transport (which generates ambipolar radial electric fields) and microturbulence in stellarators.
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