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Abstract
Based on first-principles nonlinear gyrokinetic simulations, the electrostatic turbulence
properties in the internal transport barrier (ITB) region of an Experimental Advanced
Superconducting Tokamak discharge (#93890) are investigated. Specifically, ITBs with steep
density and temperature gradients are located in the weakly negative magnetic shear region at
the plasma center. In the linear stage, the growth rate and frequency of the ion temperature
gradient (ITG) mode increase significantly due to resonant excitation by trapped electrons. That
is, the resonance between trapped electrons and the ITG becomes strong due to the precession
drift reversal of trapped electrons by the negative magnetic shear and Shafranov shift.
Meanwhile, the trapped electron mode is stable in the ITB region due to only a very small
fraction of electrons precessing in the direction of the electron diamagnetic drift. Nonlinear
simulations show that, after considering the non-adiabatic effect of trapped electrons, the heat
conductivity of ions and the turbulence intensity increase by at least a factor of 7 compared with
the results only considering the adiabatic effect of electrons. The zonal charge density of
trapped electrons can partially cancel that of ions, which weakens the intensity of the zonal flow,
and consequently reduces the zonal flow regulation and enhances the turbulent transport.
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1. Introduction

Turbulent transport is the dominant mechanism that degrades
the plasma confinement in tokamaks [1]. Thus, it is of great
significance to understand the properties of the corresponding
microscopic drift wave instability and turbulence. The con-
finement performance of the tokamak has been significantly
improved by forming internal transport barriers (ITBs) in the
core region [2–6]. Inside the ITBs, the gradient of the tem-
perature and density is high due to the reduction of anomal-
ous transport caused by turbulence such as the ion temperat-
ure gradient (ITG) mode and trapped electron mode (TEM).
Therefore, the turbulent transport is closely related to the form-
ation of ITBs.

The turbulent transport is affected not only by the E×B
shear flow and geometry effects of plasma (such as mag-
netic shear, Shafranov shift) [3, 4, 7–17], but also by the
effects of trapped electrons [3, 18–25]. It has been theoret-
ically demonstrated that turbulence can nonlinearly generate
zonal flow through modulational instability based on first-
principle gyrokinetics [10], which in turn effectively regulate
turbulence and reduce the transport level from Bohm type to
gyro-Bohm type as the tokamak size increases [12]. Further-
more, by applying the cyclone base case (CBC) parameters
[26] with a monotonic q profile with positive magnetic shear, it
was found that the growth rate of ITGmode is enhanced by the
non-adiabatic effect of trapped electrons [19, 20]. Correspond-
ingly, the heat conductivity of ions also increases compared
with that obtained from simulations only including the adia-
batic effect of electrons [18–20]. It was shown that the trapped
electrons can enhance the ITG growth rate by decreasing the
adiabatic electron shielding effect, and most trapped electrons
do not respond to the ITG mode in the positive magnetic shear
[21]. Moreover, the effects of trapped electrons only slightly
increase the excitation threshold of ITG instability in reversed
field pinch plasmas based on the eigenvalue approach [24, 25].

However, so far, the effects of trapped electrons on tur-
bulence in ITB plasmas with negative magnetic shear have
been poorly studied. Nonlinear gyrokinetic studies on ITB
plasma turbulent transport using realistic experimental para-
meters, in which the mechanism can be complicated by the
Shafranov shift and wave–particle interactions, are desirable.
In this work, based on the realistic equilibrium of the Exper-
imental Advanced Superconducting Tokamak (EAST) dis-
charge (#93890) [6], where a core ITB forms in the presence of
weakly negative magnetic shear, we carry out linear and non-
linear simulations of electrostatic drift wave instability and tur-
bulence by using the first-principles gyrokinetic toroidal code
(GTC) [27].

This paper is organized as follows: the physics model and
simulation parameters are introduced in section 2, the lin-
ear properties of drift wave instability in the ITB region,
including dispersion relation, mode structure and phase space
resonance are studied in section 3, and the effects of trapped
electrons on zonal flow generation, turbulence nonlinear sat-
uration and transport mechanisms are investigated and elucid-
ated in section 4. Finally, a summary and discussions are given
in section 5.

2. Physics model and simulation parameters

2.1. Physics model

The nonlinear gyrokinetic model is used to study the elec-
trostatic turbulence in the ITB plasmas in this work. The
gyro-center dynamics are described by the gyrokinetic Vlasov
equation in five-dimensional phase space, using the gyro-
center position X, magnetic moment µ, and parallel velocity
v∥ as independent variables: [28, 29]

d
dt
fα
(
X,µ,v∥, t

)
≡
[
∂

∂t
+ Ẋ ·∇+ v̇∥

∂

∂v∥
−Cα

]
fα = 0, (1)

Ẋ= v∥
B0

B0
+ vE+ vc+ vg (2)

v̇∥ =− 1
mα

B∗

B0
·
(
µ∇B0 +Zα∇ϕ̄

)
(3)

B∗ = B0 +
B0v∥
Ωα

∇× b0 (4)

where fα is the particle distribution function. The collision
operator Cα in GTC [30, 31] is not turned on in this work
due to the high temperature in ITB plasmas. The subscript
α= i,e represents the ion and electron species. Zα, mα and
Ωα are the particle charge, mass and the cyclotron frequency,
respectively. B0 = B0b0 is the equilibrium magnetic field. The
overbar stands for the gyrophase average; for example, ϕ̄=
1
2π

´
ϕδ (X+ρα − x)dxdθ is the gyrophase-averaged electro-

static potential, x is the particle position, θ is the gyrophase
angle, and ρα is the gyroradius. The E×B drift velocity vE =
cb0 ×∇ϕ̄/B0, the curvature drift velocity vc = v2∥∇× b0/Ωα,
and the grad-B drift velocity is µ/(mαΩα)b0 ×∇B0. The
gyrokinetic Poisson’s equation is

4πZ2i ni
Ti

(ϕ− ϕ̃) = 4π (Zin̄i− ene) (5)

where ϕ̃(x, t) = 1
ni

´
dvϕ̄(X, t)f0i

(
X,v∥,µ, t

)
is the second

gyrophase-averaged potential, and fi0 is the ion equilibrium
distribution. n̄i =

´
dvfi

(
X,v∥,µ, t

)
and ne =

´
dvfe

(
x,v∥,µ, t

)
are the gyrophase-averaged ion and electron densities, respect-
ively (note that the reduction of equation (1) in the drift kinetic
limit is applied for electron species due to its small gyrora-
dius), where

´
dv= 2π

mi

´
B∗
∥dv∥dµ

1
2π

´
δ (X+ρα − x)dXdθ,

and B∗
∥ = b0 ·B∗. It should be noted that we split the electro-

static potential and gyro-center density into zonal and non-
zonal parts as ϕ = ⟨ϕ⟩+ δϕ , n= ⟨n⟩+ δn, where the zonal
part is calculated using the flux-surface average operation
⟨ϕ⟩ ≡

¸
dθdζJϕ/(

¸
dθdζJ) (J is the Jacobian of the Boozer

coordinates, θ is the poloidal angle, and ζ is the toroidal
angle), and the non-zonal parts satisfy ⟨δϕ⟩= ⟨δn⟩= 0.Mean-
while, the electron response is adiabatic only for the non-zonal
component [32]. In order to achieve better numerical accuracy,
we solve the gyrokinetic Poisson’s equation for zonal and non-
zonal fields separately, and the zonal field equation is [33]
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〈
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where the Padé approximation is used to numerically solve the
above equation by retaining the finite Larmor radius effect on
the ion polarization density. The non-zonal field equation can
be described by equation (5) by introducing Padé approxima-
tion as well.

In principle, equations (1)–(3) and (5) can form a closed
system for the electrostatic full-f simulation. However, the
full-f simulation incorporating ion and electron dynamics sim-
ultaneously is challengeable due to the realistic electron–ion
mass ratio and high particle noise of full distribution. Thus,
we apply the δf method [34, 35] for ion species and the fluid–
kinetic hybrid model [21, 36] for electron species in order to
improve the numerical accuracy and efficiency. In order to
decrease particle noises, a perturbative δf method has been
developed which splits the total distribution function into the
equilibrium and perturbed parts ( fα = fα0 + δfα, with δfα ≪
fα0), where the equilibrium part fα0 remains unchanged, and
only the perturbed part δfα is evolved in the simulation. The
equilibrium distribution satisfies the following equation:

∂fα0
∂t

+
(
v∥b0 + vc+ vg

)
·∇fα0 −

µ

mα

B∗

B0
·∇B0

∂fα0
∂v∥

= 0

(7)

where f 0 can be approximated as a Maxwellian distribution
when the neoclassical effect is not included. Defining the
particle weight wα = δfα/fα, we can then obtain the particle
weight equation from equations (1) and (7).

dwα

dt
= (1−wα)

(
−vE ·

∇fα0
fα0

+Zα
B∗

B0
·∇ϕ

1
mαfα0

∂fα0
∂v∥

)
(8)

which is solved for δfi in the simulation. However, the tem-
poral and spatial scales are disparate between ions and elec-
trons when using the realistic electron–ion mass ratio, and
it is no longer efficient to apply the δf method to electron
dynamics. In order to improve the numerical properties for
kinetic electron simulation of ion-scale turbulence, a fluid–
kinetic electron hybrid model is developed [36] by further
splitting the perturbed distribution into adiabatic and non-
adiabatic responses as

δfe =
eδϕ
Te

fe0 + δge (9)

Both δϕ and δge are solved iteratively based on the assump-
tion that the adiabatic response is larger than the non-adiabatic
response [21]. By expanding δϕ using a small parameter δ =
ω/(k∥vthe): δϕ = δϕ(0) + δϕ(1) + . . ., the Poisson equation (5)
becomes

4πZ2i ni0
Ti

(
δϕ(0) − δϕ̃(0)

)
+

4π e2ne0
Te

δϕ(0) = 4πZ2i δn̄i (10)

where δn̄i =
´
δfi dv. Then δge is solved by using particle-

in-cell simulation in the higher order, of which the dynamic
equation is given by

d
dt
δg(1)

e =−vE ·∇fe0 + fe0(vc+ vg) ·∇
(
e⟨ϕ⟩
Te

)
− vE ·∇δf(0)e

− ∂δf(0)e

∂t
(11)

where δf(0)e = efe0δϕ(0)/Te. Substituting the non-adiabatic
electron density δn(1)

e =
´
δg(1)

e dv into equation (5) while
considering equation (9), we derive the Poisson equation with
the first-order correction on δϕ as

4πZ2i ni0
Ti

(
δϕ(0+1) − δϕ̃(0+1)

)
+

4π e2ne0
Te

δϕ(0+1)

= 4π
(
Ziδn̄i− eδn(1)

e(loop=1)

)
(12)

where δϕ(0+1) = δϕ(0) + δϕ(1). Following the above
equations, more iteration loops can be repeated until the res-
ults converge. Please note that the valid condition for the
fluid–kinetic electron model requires the adiabatic part to be
dominant, otherwise the result diverges with the loop time.
In short, the fluid–kinetic electron model in GTC has a hier-
archy of physics levels that treat electrons as adiabatic fluid
in the lowest order, and incorporates the non-adiabatic kinetic
effects in the higher order.

2.2. Simulation setup

In this work, we present linear and nonlinear simulations of
electrostatic turbulence based on EAST tokamak discharge
#93890 at 5000ms [6]. The EAST discharge #93890 is dia-
gnosed with the plasma profiles and magnetic geometry as
reported in [6], where both the electron and ion density and the
temperature exhibit ITBs in the presence of weakly negative
magnetic shear. The detailed parameters are given as follows.
The on-axis major radius is R0 = 1.91m, the minor radius at
the wall of the outer mid-plane is a= 0.41m, and the on-axis
magnetic field is Ba = 1.49 T. From figure 1, it is seen that
both the density and temperature ITBs are located at around
0.2< r/a< 0.3, where the ion and electron temperature pro-
files are similar, and R0/LT peaks at 18. Meanwhile, the max-
imum value of ηi is located at r/a= 0.25, which provides the
toroidal ITG drive. Thus, the simulation domain for ITB turbu-
lent transport is set between r/a= 0.1 and r/a= 0.5 with the
Dirichlet boundary condition, which is based on the consid-
eration that turbulence perturbations are negligibly small near
the inner and outer simulation boundaries. In the ITB region,
the q profile is relatively flat around q≈ 1 (at r/a= 0.25,
q= 1,s= rdq/(qdr) =−0.13). In this work, for the global
gyrokinetic simulation of turbulent transport in ITB plasmas,
three key equilibrium features are considered, including the
weakly negative magnetic shear, the steep gradients of both
the temperature and density profiles, and the Shafranov shift
effect [17, 22].

The important simulation parameters used for physics runs
with convergence are listed as follows. For the simulations
of the core, 150 radial grids, 32 parallel grids and 25 grids
per poloidal wavelength are sufficient. The time step is ∆t=
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Figure 1. Plasma radial profiles in EAST discharge #93890 at 5000 ms in the range of r/a ∈ [0.1,0.5]. The top row, from left to right,
shows temperatures (T), density (n) and η = Ln/LT for ions (subscript i) and electrons (subscript e), respectively. The bottom row, from left
to right, shows the inverse temperature length scales (R0/LT), the inverse density length scale (R0/Ln), the safety factor (q) and the ratio of
the plasma pressure to the magnetic pressure (β = 8πP0/B

2
0).

0.005R0/Cs, where Cs is the on-axis ion sound speed. For bet-
ter numerical properties, the maker density and temperature
profiles are uniformly loaded, using the values at the max-
imum ηi location in figure 1 (r/a= 0.25). Meanwhile, the
more important plasma gradients are still accurately calculated
from each profile in figure 1, which can provide a realistic drive
for the instability.

3. Linear simulation results

TheGTC nonlinear electrostatic gyrokinetic model introduced
in section 2 has been well verified and validated for turbu-
lence simulations [21, 27]. In this paper, the adiabatic elec-
tron model means that only the adiabatic effect of electrons
is included. For the non-adiabatic electron model, besides
the adiabatic effect of electrons, the non-adiabatic effect of
trapped electrons is included, while the non-adiabatic effect
of the passing electrons is not considered, because the non-
adiabatic response is dominated by trapped electrons in the
low-frequency regime of microturbulence [19, 21]. In this
section, we carry out GTC simulations to study the linear
properties of electrostatic drift wave instability in EAST ITB
plasmas.

3.1. Growth rate of ITG mode is drastically enhanced by
trapped electrons

In order to obtain the linear spectra within the radial simula-
tion domain in figure 1, we first perform the toroidal mode
number n (or kθρi = (nq/r)ρi ) scan by using the adiabatic
electronmodel in which the electron response is adiabatic. The

dependencies of mode real frequency and growth rate versus
kθρi are shown by the blue lines in figure 2, which is identified
as an ITGmode because the mode frequency is in the direction
of the ion diamagnetic drift, and only the ITG destabilization
mechanism is included in the adiabatic electron model.

In the non-adiabatic electron simulation, the real frequency
and growth rate are shown by the red line in figure 2. It can
be seen that the frequency is still in the direction of the ion
diamagnetic drift and significantly increases with the non-
adiabatic effect of trapped electrons. This is different from
the result shown in [21], where it was shown that the fre-
quency of ITG is not sensitive to the electron response. The
growth rate of the ITG mode is dramatically enhanced (by at
least 100%) in the non-adiabatic electron model, especially
for shorter wavelengths, by a factor of 3–4. The peak value
(kθρi ≈ 1) in the ITG spectra is also larger than that in the
conventional ITG, such as in the CBC case [19, 21, 26]. It can
also be found that the growth rate and frequency have very
little variation after kθρi > 1.5, where the stabilization effect
of the finite Larmor radius is large.

In order to identify the mode and elucidate the physics
mechanism, figure 3 illustrates the electrostatic potential mode
structure of the most unstable case at the peak location (n=
25,m= 25) of the kθρi spectra, which does not change much
comparedwith that in the adiabatic electron case. The intensity
of mode amplitude peaks at the largest ηi location. Thus, it is
confirmed that the ITGmode is the dominant electrostatic drift
wave instability in EAST ITB plasmas, rather than the TEM.
The 2Dmode structure of ITG exhibits a balloon-like structure
that peaks around the outer midplane as shown in figures 3(b)
and (d). However, the radial profiles of neighboring poloidal
harmonics (i.e. m and m± 1) almost overlap with each other

4
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Figure 2. For kinetic electron (circle lines) and adiabatic electron (triangle lines) simulations, dependence of growth rate (a) and real
frequency (b) on poloidal wavelength kθρi (corresponding to toroidal mode number n= 15,20, . . .,50).

Figure 3. Radial structures of poloidal harmonics (a), (c) and poloidal mode structure of the real part of electrostatic potential (b), (d) for a
toroidal eigenmode n= 25 from the trapped electron (a), (b) and adiabatic electron (c), (d) simulations. In figures (b), (d), the dashed line
and dashed-dotted line indicate the largest ηi and qmin positions, respectively.

in the maximal gradient region as shown in figures 3(a) and
(c), due to the flat q profile. Clearly, there is not the scale-
length separation between the mode envelope and poloidal
harmonics. Furthermore, the standard balloon theory breaks
down when the magnetic shear is s∼ 0 [37]. Therefore, the
first-principles global gyrokinetic simulation approach used in
this work is required to study the unique ITG mode structure
in the ITB plasmas.

Note that previous gyrokinetic simulations have shown
that the trapped electrons can enhance the ITG mode growth

rate by reducing the adiabatic electron shielding effect on
the electrostatic potential by a factor of the trapped elec-
tron fraction in equation (12) [21]. In the concentric circu-
lar geometry and normal magnetic shear of plasmas, this
effect is dominant since most trapped electrons do not res-
onate with the ITG mode [21]. However, in our work, the
ITG growth rate from the non-adiabatic electron simulations
is 2− 4 times higher than that from adiabatic electron simu-
lations, as shown in figure 2(a), which cannot be explained
by the above mechanism alone because the fraction of trapped

5
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Figure 4. Radial profiles of magnetic shear s= (rdq)/(qdr) and α=−q2R0dβ/dr parameter (a) and precession drift frequency of trapped
electrons ωpe,e (b). The dashed and solid lines in (b) represent the theoretical precession frequencies without and with α effect correction,
respectively, based on the s and α profiles in (a).

Figure 5. Under the EAST equilibrium configuration, (a) the contour plot of ωpre,e in E−λ space, and (b) phase space structures of
(δge/fe0)

2, solid line is resonance for trapped electron precession frequency ω = nωpre corresponding to ITG (the real frequency of ITG
turbulence ω = 0.85R0/Cs for toroidal eigenmode n= 25).

electrons is only about 20% in the ITB region. Thus, the res-
onance effect between the trapped electron and the ITG may
become important, since the weak negativemagnetic shear and
large Shafranov shift would reverse the precession direction of
the trapped electron [22]. It has been shown that the growth
rate of TEM is greatly reduced by the effects of negative mag-
netic shear and large Shafranov shift [3, 17, 22, 23].

3.2. Trapped electrons resonate with ITG mode through
precession drift reversal

In general, the resonance condition [38] for low-frequency
waves in axisymmetric systems is ω− nωpre − pωb = 0 for
trapped particles, where p is an integer number, and ωpre and
ωb are the precessional and bounce frequencies, respectively
[39]. For typical tokamak parameters, the trapped electron
bounce frequency is too high to resonate with the ITG mode,
while the trapped electron precession frequency can be close
to the ITG frequency, with the precession direction depending
on the magnetic shear (weak or reversed is favored) and large

Shafranov shift. In EAST discharge #93890, the magnetic
shear is weakly negative and the Shafranov shift (α effect)
is large in the ITB region, which can be seen in figure 4(a).
Correspondingly, the toroidal precession drift frequency for
the pitch angle λ= µB0/E by analytical calculation [40, 41]
is shown in figure 4(b). Here, E is the trapped electron kinetic
energy. It is seen that the trapped electron precession drift is
along the ion diamagnetic drift direction by using the s and α
values at the radial location of the ITG mode.

To identify the wave-particle resonance channels, in
figure 5 the contour line of the theoretical precession drift
[40, 41] and the square of the perturbed distribution function
of trapped electrons normalized by the background equilib-
rium as (δge/fe0)2 (representing the relative strength of res-
onance interaction) [42] are computed in the (E−λ) phase
space. As shown in figure 5, the precession drift frequency of
the trapped electrons (after multiplying the toroidal number
n= 25) matches well with the ITG frequency, and the center
of the resonant island from GTC simulation is close to the
theoretical calculation, which shows the precession resonance

6
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Figure 6. Under the CBC parameters, (a) the contour plot of ωpre,e in E−λ space, and (b) phase space structures of (δge/fe0)2.

between ITG and trapped electrons in ITB plasmas. Moreover,
the location and the shape of the resonant region are determ-
ined by the resonant particle amount and the dependence of
the precession drift on (E−λ). For comparison, in figure 6
we analyze δg2e of trapped electrons in (E−λ) space for the
unstable ITG mode using CBC magnetic geometry in the
zero-beta limit, where the large and normal magnetic shear
is applied and the Shafranov shift is zero. From figure 6(b)
it is seen that the amplitude of δg2e in the high-energy tail
peaks at zero E, which is similar to the adiabatic response that
is proportional to the equilibrium Maxwellian. Thus, in con-
trast to the resonance mechanism of ITG destabilization by
trapped electrons in the ITB case in figure 5, the non-adiabatic
density of trapped electrons on the RHS of equation (12) can
partially cancel with the adiabatic electron shielding term on
the LHS of equation (12) as illustrated in [21]. Therefore,
in the ITB region, the weakly negative magnetic shear and
large Shafranov shift can reverse the precession drift direc-
tion for bulk trapped electrons and thus eliminate most drive of
TEM instability. In addition, the experimental results of dens-
ity fluctuation measured by the CO2 laser collective scattering
diagnostic also support the view that the TEM instability is
suppressed [6]. However, the trapped electrons with preces-
sion drift reversal can strongly resonate with the ITG instabil-
ity and significantly enhance the ITG growth rate, thereby
driving large turbulent transport.

4. Nonlinear simulation results

4.1. Zonal flow can regulate turbulence with adiabatic
electron simulations

In this section, nonlinear simulations are performed to study
the saturation and transport mechanisms of ITG in the ITB
region. Zonal flow, the primary saturation mechanism of ITG
turbulence, generated by turbulence, plays an important role
in regulating turbulence and transport [8, 10, 12, 27, 43]. It
was also found that the evolution of the zonal flow was not
significantly affected by the trapped electrons [19]. However,
our linear simulation results show that the resonance effects
between the trapped electrons and the ITG mode are dramatic

Table 1. Different nonlinear simulation cases.

Case Description

(I) Adiabatic electron model, turn on zonal flow (zonal
component of adiabatic electron ⟨ne⟩= 0 in
equation (6))

(II) Adiabatic electron model, turn off zonal flow (remove
equation (6))

(III) Trapped electron model, turn on zonal flow
(self-consistently keep both⟨ni⟩ and ⟨ne⟩ in
equation (6))

(IV) Trapped electron model, turn off zonal flow (remove
equation (6))

(V) Trapped electron model, turn on zonal flow
(self-consistently keep ⟨ni⟩ and artificially drop ⟨ne⟩ in
equation (6))

in the ITB region. Therefore, the non-adiabatic effect of the
trapped electron may play an important role in both turbu-
lence and zonal flow in the nonlinear stage. Thus, as shown
in table 1, five separate nonlinear simulations from case (I) to
case (V) are performed with different combinations of zonal
flow and trapped electrons.

Both case (I) and case (II) apply adiabatic electron mod-
els, which are identical in the linear stage and different in the
nonlinear stage, where the nonlinearly generated zonal flow
is kept in case (I), while it is artificially removed in case (II).
As shown in figure 7, the ITG turbulence saturates at a much
lower amplitudewith amuch lower heat conductivity of ions in
case (I), with self-consistent zonal flow dynamics, compared
with case (II), where the zonal flow is artificially removed. In
figure 7(a), the regulation mechanism between turbulent and
zonal flow can be clearly seen. When the zonal flow is weak at
the beginning, the turbulent flow intensity increases continu-
ously; meanwhile, the zonal flow evolves to a certain intens-
ity, and the turbulent flow begins to enter the saturation stage.
Moreover, the radial structures and time evolutions of zonal
flow and thermal ion zonal density from case (I) are shown in
figure 8, where it can be seen that the correlations are consist-
ent with equation (6). It is found that the radial scale length
of the zonal flow is shorter than that of the ITG streamers in
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Figure 7. Time evolutions for the volume-averaged (a) turbulence ϕ and (b) thermal ion heat diffusivity from the simulations with (case (I))
and without (case (II)) self-consistently generated zonal flow.

Figure 8. The time evolutions of (a) δni00 and (b) ∂ϕ00/∂ψ radial profiles from case (I) using adiabatic electrons.

figure 8, which confirms the importance of zonal flow reg-
ulation in ITG turbulence when using the adiabatic electron
model.

For nonlinear simulations with the non-adiabatic electron
model, the zonal flow is self-consistently kept in case (III) and
artificially removed in case (IV), similar to the above cases
with the adiabatic electron model. In case (V), the zonal flow
is kept and computed only considering the thermal ion zonal
density, while the trapped electron zonal density is dropped
in equation (6). First, as shown in figure 9, after consider-
ing the non-adiabatic effect of trapped electrons, the heat con-
ductivity of ions and the turbulence intensity increase by at
least seven times compared with those in the adiabatic electron
model. Moreover, after considering the non-adiabatic effect of
trapped electrons, the linear growth rate of the ITG is larger,
so the instability will enter the saturation stage faster. Previ-
ous studies have found that the non-adiabatic effect of trapped
electrons increases the heat conductivity of ions by a factor of
2–3 with the positive magnetic shear q profile [19–21]. Here,
since the linear growth rate of ITG turbulence is drastically
enhanced, the amplitude of turbulent saturation increases, and
thus the ion heat transport is greatly enhanced. On the other

hand, the adiabatic electron response to the non-zonal poten-
tial does not drive the radial particle flux, and the adiabatic
electron will not respond to the zonal potential [44, 45]. The
non-adiabatic response of trapped electrons reduces the intens-
ity of the zonal flow and further enhances the turbulent trans-
port. This will be confirmed below.

Next, we compare the time evolutions of ITG turbulence
and zonal flow intensities between cases (III)–(V). It is found
in figure 10 that the turbulence intensities from case (III) with
zonal flow and case (IV) without zonal flow are comparable
with each other, which indicates that zonal flow regulation
is not important when the trapped electrons are included, in
contrast to the adiabatic electron results from cases (I) and
(II). In figure 10, an interesting feature can be seen in that
the turbulence intensity in case (V) is lower than in both
cases (III) and (IV), along with a stronger zonal flow con-
tributed only by thermal ions, which indicates that trapped
electrons weaken the zonal flow and consequently enhance
the ITG turbulence. The corresponding turbulent transport
properties of cases (III)–(V) are shown in figure 11, where
the evolutions of particle diffusivity and heat conductivity
of both ion and electron species are consistent with the
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Figure 9. The time history for volume-averaged (top panel)
turbulence δϕ and (bottom panel) heat diffusivity of ions from case
(I) and case (III).

Figure 10. The time history for volume-averaged (top panel)
turbulence δϕ and (bottom panel) zonal flow ∂δϕ00/∂ψ from cases
(III)–cases (V) using trapped electrons. Note that zonal flow is
artificially removed in case (IV).

turbulence intensity in figure 10. It is similar to recent sim-
ulations of turbulent transport in the configuration of the
LHD stellarator [44]. However, it is different from the results
obtained under the positivemagnetic shear configuration of the
tokamak, where the enhancement of turbulent transport was
mainly attributed to the increase in the ITG linear growth rate
after considering the non-adiabatic effect of trapped electrons
[19–21]. It should be noted that, with respect to each case in
figure 11(a), the volume-averaged ion and electron particle dif-
fusivity (Di and De) are equal to each other due to the ambi-
polar particle fluxes. As shown in figure 11(b), after nonlin-
ear saturation, the heat conductivity of electrons is generally
1.5 times larger than that of ions. Electron heat conductivity
is larger because ITG is mostly driven by trapped electrons.
Clearly, both the ion and electron heat conductivities shown

Figure 11. The time history for volume-averaged (a) particle
diffusivity and (b) heat conductivity of ion and electron species
from case (III)–case (V) using kinetic trapped electrons.

in figure 11(b) are larger than the results of power balance
analysis by the ONETWO code (at the location of ITB, the
heat conductivities of both ions and electrons are less than
1m2s−1), as shown in figure 8 of [6]. This is because there
are still many factors not considered in the current GTC sim-
ulations, such as the shear caused by the toroidal rotation and
the mean flow caused by the radial electric field.

4.2. Zonal flow reduction due to the ambipolar ion and
electron particle fluxes

To further illustrate how trapped electrons reduce the zonal
flow, the radial structures of the time evolution of thermal ion
and electron zonal densities, i.e. δni00 and δne00 from cases
(III) and (V), are compared in figure 12. Note that although
the δne00 is artificially dropped in equation (6) for solving
the zonal flow in case (V), it can still be calculated from the
trapped electrons at each time step for comparison with case

9
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Figure 12. Comparisons of the radial-time plots of δni00, δne00, Ziδni00 − eδne00 and ∂ϕ00/∂ψ between case (III) (left column) and case (V)
(right column).

(III) in figure 12(f ). For case (III), the δni00 exhibits a sim-
ilar structure to δne00 in the radial-time plots as shown in
figures 12(a) and (b), where a severe cancellation between

Ziδni00 and −eδne00 arises due to the ambipolar gyro-center
particle fluxes in figure 12(c), which results in a much smaller
net zonal density. In contrast, the δni00 radial structure and
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time evolution in case (V) are not affected by trapped elec-
trons, because the zonal quasi-neutral condition for case (V)
indicates that the sum of zonal ion polarization density and
zonal ion gyro-center density is zero, while the zonal trapped
electron density is not considered, and thus the gyro-center
particle fluxes are non-ambipolar for the zonal components
in case (V). Instead, δni00 in case (V) is close to case (I)
using the adiabatic electron model, but at a higher amplitude
due to the stronger linear growth in the presence of kinetic
trapped electrons. Moreover, δne00 exhibits similar structures
in figures 12(b) and ( f ) between cases (III) and (V), indic-
ating its robust drive from the ITG turbulence stress. Mean-
while, as we can see in figures 12(d) and (h), the zonal flow
in case (III) has a large intensity only very close to the core;
however, the zonal flow in case (V) becomes significantly lar-
ger, and the radial structure range is wider. Thus, we can con-
clude that resonant trapped electrons have important effects
on the intensity of the zonal flow as well as on the saturation
and transport levels of ITG turbulence in the nonlinear stage,
which significantly reduce the zonal flow generation due to
the ambipolar gyro-center particle fluxes, and thus weaken the
zonal flow regulation and amplify the ITG turbulent transport.

5. Conclusions

In this paper, the effects of trapped electrons on ITG turbu-
lence are investigated by electrostatic simulations using the
GTC based on the experiment in EAST with ITB plasma.

In the linear stage, under this equilibrium configuration of
weakly negative magnetic shear q profile and large pressure
gradient, the precession drift of the trapped electrons reverses
near the core, then the resonance between the ITG and trapped
electrons becomes effective. Thus, the linear growth rate and
frequency of the ITG instability are enhanced dramatically by
the non-adiabatic effect of the trapped electrons, which agrees
well with the results obtained by NTL code [6, 46]. This res-
onant enhancement by the resonance between trapped elec-
trons and ITG due to the negative magnetic shear and strong
Shafranov shift is in addition to the well-known non-resonant
enhancement by trapped electrons in the positive magnetic
shear, where it was shown that the linear growth rate of ITG
increases due to the trapped electrons reducing the adiabatic
electron shielding effect on the electrostatic potential [19–21].
On the other hand, the TEM instability is suppressed mainly
due to the negative magnetic shear and the Shafranov shift.
This is consistent with previous studies [3, 22, 23, 26] and
agrees well with the experimental results [6].

Considering the non-adiabatic effect of trapped electrons,
it is shown that both the turbulence and heat conductivity of
the particles significantly increase by at least a factor of 7
compared with those only including the adiabatic effect of
electrons. The linear growth rate greatly increases due to the
resonance between trapped electrons and the ITG mode. Con-
sequently, the amplitude of turbulence and transport are sig-
nificantly enhanced. Furthermore, the non-adiabatic effect of
trapped electrons also reduces the intensity of the zonal flow
due to the ambipolar gyro-center particle fluxes. That is, the

zonal charge density of trapped electrons and thermal ions
cancels each other, weakening the intensity of the zonal flow,
thereby reducing the zonal flow regulation of electrostatic tur-
bulence and enhancing the particle and heat transport of tur-
bulence. This is different from the previous simulation res-
ults obtained under positive magnetic shear plasmas, where
the enhancement of turbulent transport was mainly attributed
to the increase in the ITG linear growth rate after considering
the non-adiabatic effect of trapped electrons [19–21].

It is pointed out that the transport obtained in the simulation
is larger than that expected inside the ITB, since some effects
such as the effect of the equilibrium shear flow and electro-
magnetic effect are not included. These will be studied in the
future.
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