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The National Energy Research Scientific Computing Center (NERSC) was originally launched as a computing 
center for the exclusive support of magnetic confinement fusion research in the US. One example of the numerous 
computational achievements enabled by NERSC is the development of the global gyrokinetic particle-in-cell 
approach for the simulation of turbulent transport in tokamak fusion devices. 

T
he fusion energy research community 
has always had a special relationship with 
the National Energy Research Scientific 
Computing Center (NERSC). Histori-

cally, NERSC started as a dedicated computing 
center for fusion research, first as the Controlled 
Thermonuclear Research Computing Center at 
the time of its inception in 1974, followed by the 
National Magnetic Fusion Energy Computer Cen-
ter in 1976. Since 1990, NERSC serves all of the 
science domains funded by the US Department 
of Energy’s (DoE’s) Office of Science, although its 
impact on fusion energy research has undeniably 
been among its greatest. The vast amount of com-
puter time delivered by NERSC over the past four 
decades has been crucial to the development and 
advances of magnetic confinement fusion science, 
including the science of global gyrokinetic particle-
in-cell (PIC) codes.

The idea of confining a 100-million-degree 
ionized gas, called plasma, using only magnetic 
fields might seem surprising at first, but it’s pres-
ently the most successful and efficient way of pro-
ducing fusion energy in a controlled way. Of all the 
“magnetic bottle” configurations built and tested 
since the start of fusion research in the 1950s, the 

doughnut-shaped “tokamak” (see Figure 1) contin-
ues to be the most successful design. The torus is 
the only shape that ensures a nonvanishing mag-
netic field everywhere in the volume while main-
taining a very large fraction of closed field lines. 
These are essential requirements for confining the 
charged particles forming the plasma as they fol-
low the magnetic field lines while executing cyclo-
tron motion.

With the vast amount of thermodynamic “free 
energy” available in a 100-million-degree plasma 
with steep pressure gradients, extending from the 
hot dense core to the “cold” low-density wall, tur-
bulence and instabilities can quickly develop under 
certain conditions. The time and length scales of 
the important phenomena in fusion plasmas span 
10 orders of magnitude, from the fast (approxi-
mately 10 GHz) and short (roughly 10 mm) elec-
tron scale to the slow (few seconds) and large (few 
meters) scales of the entire system. Because of this, 
several computer codes are needed to treat the phys-
ics at the different scales. A full-wave electromag-
netic solver with kinetic description of the plasma is 
used to calculate wave heating of the plasma on the 
fast electron and ion cyclotron frequencies. Low- 
frequency turbulence, which is believed to be the 
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main mechanism by which the plasma loses energy 
via cross-field transport, also requires a kinetic de-
scription of the fusion plasma, but at a time scale 
much longer than the ion cyclotron period, al-
though not long enough for the core plasma profiles 
to change significantly. The large system-size insta-
bilities are normally simulated using a magneto-
hydrodynamic (MHD) code, which evolves a set of 
fluid equations appropriate for a plasma subjected 
to a strong guiding magnetic field. Plasma profiles 
and magnetic fields evolve significantly on this time 
scale. Finally, a so-called “transport” code is used 
to simulate the whole tokamak discharge on the 
full device time and length scales. In these codes, 
the physics at much faster time scales is normally 
treated with reduced or simplified models validated 
through experiments and from the more detailed 
codes just mentioned. A great number of compu-
tational applications have been developed and run 
at NERSC over the years to support the magnetic 
fusion energy (MFE) program. DoE laboratories, 
such as the Princeton Plasma Physics Lab (PPPL), 
Lawrence Livermore National Lab (LLNL), Oak 
Ridge National Lab (ORNL), and Los Alamos 
National Lab (LANL), have all made important 
contributions to the development of MFE, as have 
many universities and a few companies (such as 
General Atomics) across the US. Of all these insti-
tutions, PPPL is unique because it’s almost entirely 
dedicated to the advancement of fusion as a viable 
source of clean energy. 

Most of the MFE-related codes developed at 
PPPL have relied on NERSC for compute cycles 
and computing know-how (programming, opti-
mization, and so on). State-of-the-art MHD codes 
have been developed and continue to be developed 
at PPPL to address issues such as plasma stability, 
prediction of disruptions in tokamaks, and the im-
pact of “sawtooth” instabilities. One type of appli-
cation, however, has deep roots at PPPL and has 
always accounted for a large amount of computer 
time at NERSC: the global gyrokinetic PIC code. 
The remainder of this article describes the evolu-
tion of this type of code at PPPL and how it has 
been closely tied to NERSC.

Beginnings of Plasma PIC
One of the pioneers of the PIC method and a fa-
ther of plasma computer simulation was a plasma 
physicist at PPPL from 1956 to 1973.1 John Daw-
son left a strong legacy of investigating fusion plas-
mas with particle codes at PPPL before moving to 
the University of California, Los Angeles (UCLA), 
to form a new simulation group that went on to 
develop new ideas not only in fusion plasmas but 
also in accelerator physics using state-of-the art 
PIC codes to study plasma-based acceleration, an 
original idea from Dawson about “letting particles 
surf on the plasma-wave wakes left behind by a la-
ser or a particle beam as it moved through plasma” 
(https://plasmasim.physics.ucla.edu/research/dawson). 
However, Dawson wasn’t the only one who helped 

Figure 1. Schematic of a tokamak magnetic confinement device: (a) a generic tokamak and (b) the National Spherical 
Torus Experiment (NSTX) at Princeton Plasma Physics Laboratory. The latter is a strongly shaped tokamak with a 
small aspect ratio. 
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 develop the PIC approach. The fundamentals of 
the method were laid down in the late 1960s and 
early 1970s by a few small research groups located 
at the University of California, Berkeley,2 Princ-
eton,3 UCLA,4 LLNL,5 LANL,6 Stanford Uni-
versity,7 the Naval Research Lab,8,9 and the UK.10 
The two most cited textbooks describing the PIC 
approach are by Charles K. Birdsall and Bruce 
Langdon,11 and Roger W. Hockney and James W. 
Eastwood.12 Although Dawson left PPPL, the de-
velopment and use of PIC codes for studying MFE 
continued to grow due to the work of researchers 
such as Hideo Okuda and Wei-li Lee. Both started 
using NERSC soon after the start of its operation 
in 1974; in fact, most PIC pioneers in the US be-
came NERSC users.

The PIC algorithm takes advantage of Liou-
ville’s theorem, which states that phase space, the 
extended 6D space of positions and velocities, is 
incompressible for a Hamiltonian system. Particles 
are used in the simulation to sample the phase 
space in a Monte Carlo sense, each one being 
evolved along the characteristics using a Lagrang-
ian approach while ensuring the incompressibility 
of phase space. Because of this, a small volume of 
phase space moves along with each particle during 
the whole simulation, carrying with it the physical 
properties of that volume (6D space size and den-
sity) wherever the particle goes. These properties 
are used to calculate physical, macroscopic quan-
tities to be compared with experiments. In plas-
mas, the particles are ions and electrons, which are 
subjected to long-range Coulomb interactions due 
to their charge. For the interaction of each pair of 
charged particles, this leads to an n2 calculation, 
where n is the number of particles, including both 
the long-range (small deflections) and short-range 
(large deflections) interactions. The long-range 
interactions describe the collective effects in the 
plasma, which lead to waves and instabilities, 
while the short-range interactions result in angu-
lar deflection collisions. To avoid the very costly 
n2 calculation, the PIC method uses a grid to treat 
the interactions between ions and electrons. The 
charge of each particle is accumulated on the near-
est grid points around that particle. Several in-
terpolation functions, called shape functions, are 
possible, although the linear interpolation is the 
most common. 

Once all the charges have been summed up 
on the grid, the electromagnetic equations (Max-
well’s equations) are solved using a grid-based 
solver, which is usually a discrete Fourier transform 

(DFT) solver. The calculated forces are then inter-
polated back to the particles, which can now be 
advanced for another discrete time step using an 
ordinary differential equation (ODE) solver, such 
as the Leapfrog or Runge-Kutta methods. The 
procedure is then repeated with the new positions 
of the particles. The use of a grid not only gives a 
computational advantage by reducing the number 
of operations from n2 to n, but it also delivers a ful-
ly self-consistent system that treats the long-range 
collective interactions between the charged parti-
cles of the plasma without overwhelming the simu-
lation with the large fluctuations that can arise 
from close-range interactions. All interactions at a 
range smaller than the grid spacing are “smoothed” 
out by the charge accumulation interpolation. 
Because of this, the grid spacing must be chosen 
consistently with the physics being simulated. The 
classic PIC algorithm uses the Debye length as the 
grid spacing, which is the distance beyond which 
the electric field of a charge is screened by the other 
charged particles. That distance is fairly small for 
a typical plasma (approximately 10 mm), requiring 
a large number of grid points to correctly simulate  
a laboratory experiment. However, many important 
phenomena can be demonstrated and explained 
with a small system using a modest number of par-
ticles and grid points. For example, the PIC algo-
rithm is ideal for simulating kinetic effects such as 
Landau damping and the two-stream instability.

Development of Gyrokinetic  
PIC and Delta-f Methods
Although “classic” PIC is a very powerful method 
for handling nonlinear physical systems that re-
quire kinetic treatment, the time step used in the 
simulations is determined by the highest frequency 
waves in the system. In a tokamak, these are the 
plasma waves (approximately 10–9 sec for ions 
and 10–11 sec for electrons) and cyclotron waves 
(approximately 10–7 sec for ions and 10–10 sec for 
electrons). A time step too large compared to the 
characteristic period of these waves leads to an un-
stable algorithm when an explicit time-advancing 
scheme is used. Because of this, applying the con-
ventional 6D+time PIC method to a full tokamak 
discharge is still out of reach today, although exas-
cale computing could change that in the coming 
years. 

In the late 1970s/early 1980s, one of us (W.W. 
Lee) developed the gyrokinetic approach for par-
ticle simulations for the study of low-frequency mi-
croinstabilities in magnetically confined  plasmas.13 
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These instabilities are responsible for the energy 
and momentum losses across the confining mag-
netic field lines in a tokamak. Understanding their 
effects and developing ways to minimize their im-
pact have been the focus of intense research in the 
past few decades. The effective frequencies of these 
waves, called drift waves, are much lower than the 
characteristic frequencies of the plasma and cyclo-
tron waves. In a tokamak’s strong guiding magnet-
ic field, the ions and electrons describe a fast spiral 
motion around the magnetic field lines due to the 
Lorentz force. This cyclotron motion is much faster 
than the instabilities’ growth rates, so resolving 
that motion isn’t necessary and is actually prohibi-
tively expensive. However, the size of the ion cyclo-
tron orbit is comparable to the wavelength of the 
instabilities perpendicular to the field lines, so it’s 
important to resolve that scale length. The solution 
to this problem comes in the form of the gyroki-
netic equation, which is a mathematically rigorous 
coordinate transformation of the 6D kinetic equa-
tion to the “gyrocenter” coordinates, which is the 
center of the spiral orbit described by the charged 
particles, followed by a time average (so-called gyr-
ophase average) of the fast cyclotron motion, which 
reduces the kinetic equation to 5D and preserves 
all the nonlocal effects of the cyclotron orbits of 
the ions while eliminating its fast time scale. This 
new equation opened up a whole new field of re-
search activities in MFE and space plasmas, which 
continues today. 

Although some researchers were looking to nu-
merically solve the gyrokinetic equation with grid-
based methods, Lee showed that the PIC approach 
could be applied rigorously to solve the same equa-
tion, essentially replacing the point particles with 
“rings” representing each individual particle’s av-
eraged cyclotron motion. The charge accumula-
tion step of the algorithm consists of picking four 
equally spaced points on the ring to obtain a valid 
nonlocal contribution of each charged particle to 
the field.14 This new algorithm, designated as the 
four-point average method, relaxed the time-step 
restriction on the particle advance, making pos-
sible a whole new field of numerical studies. By 
allowing for a much larger time step, fully kinetic 
simulations of low-frequency microinstabilities on 
the order of 10–3 seconds in total physical time 
were finally possible.

A few years later, Lee and a postdoctoral fellow 
(Scott Parker) developed a fully nonlinear delta-f 
version of the gyrokinetic equation15 that dramati-
cally reduced the number of particles required for 

gyrokinetic PIC simulations. This approach uses a 
multiscale expansion to separate the distribution 
function of the particles in a fixed, analytical part 
and a perturbed (delta-f) part, allowing for the first 
fully 3D global gyrokinetic PIC simulation of a 
laboratory-size tokamak in toroidal geometry.16

The Gyrokinetic Toroidal Code (GTC)
In the 1990s, parallel computers became more 
prevalent and so were several programming mod-
els to make use of them. While most of the PIC 
work at PPPL had been carried out on NERSC’s 
vector processor Cray systems, parallel comput-
ers opened up a whole new realm of possibilities. 
With its 512 processors linked together by a fast 
network, the Cray T3E “mcurie” supercomputer 
installed at NERSC in 1997 was a true game 
changer. Zhihong Lin, a young PPPL researcher at 
the time, took full advantage of this new technol-
ogy and developed the Gyrokinetic Toroidal Code 
(GTC), which introduced a highly optimized algo-
rithm for simulating microturbulence in tokamak 
fusion devices. A few other groups in the US also 
took advantage of the new computing capability of 
the early 1990s to develop full-torus, global gyro-
kinetic codes.17–20 

In GTC, however, the combination of three 
key innovations stood out. The first was the use of 
the Hamiltonian guiding center orbit algorithm for 
advancing charged particles in a strong magnetic 
field. Developed by Roscoe White, Morell Chance, 
and Allen Boozer for the Orbit code,21,22 this al-
gorithm casts the energy-conserving Hamiltonian 
equations of motion in magnetic coordinates, re-
sulting in highly accurate trajectories because the 
charged particles traveling along a magnetic field 
line see a straight line even though that field line 
might be twisted in Cartesian space. The second 
innovation was the use of a field-line-following 
mesh that reduces the number of grid points by 
about two orders of magnitude by taking advan-
tage of the quasi-2D structure of the drift waves 
being simulated (Figure 2). This is a consequence 
of the fast motion of the charged particles along 
the magnetic field lines and their much slower drift 
motion across those same field lines. Having a grid 
that follows the natural configuration of the mag-
netic field as it twists around the torus, combined 
with the use of a coordinate system described by 
the magnetic field itself, results in a highly accurate 
and efficient calculation compared to the previ-
ous method. However, the “twisted” grid removed 
the periodicity of the toroidal direction, which is 
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required by the spectral solver based on fast Fou-
rier transforms (FFTs) traditionally used in PIC 
codes to calculate the self-consistent field. This 
was addressed by the third innovation in GTC, 
which was the development of a nonspectral solver 
for the gyrokinetic Poisson equation.23 This new 
solver didn’t require the use of FFTs and allowed 
for a low-communication parallel algorithm us-
ing domain decomposition in the toroidal direc-
tion instead of a full replication of the 3D grid 
on all processors or an expensive global transpose 
of the grid when using FFTs along with domain 
decomposition.

NERSC was also key in introducing its users 
to new parallel programming models, such as the 
message-passing interface (MPI) and “shmem,” 
both highly efficient on the Cray T3E (although 
shmem had lower latency than MPI). By using 
MPI, the low-noise delta-f method developed by 
Parker and Lee, and a Boltzmann model for the 
electrons (so-called adiabatic electron model), 
Zhihong Lin and his colleagues carried out first-
of-their-kind global simulations of ion temperature 
gradient-driven microturbulence in a real-size to-
kamak and showed the reduction of radial energy 
transport by the nonlinear development of zonal 
flows in the system.24 These simulations used 100 
million particles and 25 million grid points, and 
were dubbed “massively parallel” at the time, with 
64 processors.

As is the case for most fusion codes, GTC was 
written in Fortran. However, it used the Fortran 

90/95 constructs, which were fairly new at the 
time. Most of the parallelism and computational 
load come from the particles in PIC codes, even 
when using the delta-f algorithm, which reduces 
the number of particles required for the simula-
tions. Depending on the physics being studied, 
the number of particles exceeds the number of grid 
points by 10 to 100. About 90 percent of the run-
time is spent in calculations involving the particles, 
the two most time-consuming being the particle 
“push” and “charge accumulation” steps, which 
account for 85 percent of the time in more-or-less 
equal parts. The rest of the time is accounted for by 
the field solve, MPI communications, diagnostics, 
and so on. 

Global Gyrokinetic Simulations
In 2001, NERSC acquired a large IBM SP com-
puter featuring the latest Power 3 processor. While 
the Cray T3E was a strictly distributed parallel 
computer, the IBM SP was a hybrid system, com-
prised of symmetric multiprocessor (SMP) nodes 
linked by a fast interconnect. Each node con-
tained 16 IBM Power 3 processors running at 375 
MHz (1.5 Gflops peak) and sharing 16 Gbytes of 
memory in a symmetric fashion. Starting in 1999, 
NERSC provided a test system (gseaborg) to us-
ers to start porting their codes. Intensive training 
sessions by both the NERSC staff and IBM’s Ad-
vanced Computing Technology Center (ACTC) 
group greatly helped users get the most out of the 
new supercomputer. With its one-dimensional 
domain decomposition in the toroidal direction, 
GTC was limited to about 64 processors because 
the field-line-following mesh made unnecessary 
the use of a larger number of toroidal grid points 
(planes). All the codes running on Seaborg at the 
time were pure MPI applications, using 16 process-
es per node and splitting the 16 Gbytes of memory 
(32 Gbytes after the 2002 upgrade) equally. At  
1 Gbyte per process, this was already four times 
more than on the Cray T3E. However, all 16 pro-
cesses had to share the same communication port 
on the node to access the network for MPI com-
munication, which was a challenge for communi-
cation-intensive applications.

One solution was to use a single MPI task per 
node and multithreaded parallelism for the 16 pro-
cessors sharing the memory on these nodes. NER-
SC and IBM recommended using the relatively 
new OpenMP programming model based on easy-
to-use compiler directives (www.openmp.org). Ste-
phane Ethier had already been exploring OpenMP 

Figure 2. Snapshot of a GTS ion-temperature-gradient instability simulation 
showing the field-line-following mesh and the quasi-2D structure of the 
electrostatic potential in the presence of microturbulence. Notice the fine 
structure on the two poloidal planes perpendicular to the toroidal direction, 
while the potential along the field lines changes very little as you go around 
the torus. (Image generated from a GTS simulation by Kwan-Liu Ma and his 
group at the University of California, Davis.)
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on an SGI Origin 2000 at Princeton University 
for a different project, so implementing it in GTC 
was relatively straightforward. However, obtaining 
good performance required the specialized knowl-
edge of the NERSC consultants and IBM ACTC 
group. A fine-grained multithreaded paralleliza-
tion scheme was adopted because it didn’t interfere 
with the MPI. The scatter operation in the charge 
accumulation step of the code was particularly 
challenging due to memory collisions between the 
OpenMP threads. The solution was fairly simple, 
though—give each thread its own local private grid 
to accumulate the charge and perform a reduction, 
or merge, of all the thread contributions at the end. 
This improvement let GTC scale to 1,024 proces-
sors on Seaborg while giving each MPI process the 
full 16 Gbytes of memory on each node. With this 
modification, we were able to run the first global, 
kinetic simulation of the ITER tokamak, which is 
the largest and most important fusion experiment 
currently under construction in Europe as part of 
an international collaboration of seven countries, 
including the US (www.iter.org). The simula-
tion used 1 billion particles and 125 million grid 
points, which was unprecedented; it was part of a 
numerical study investigating the scaling of energy 
losses due to turbulent transport as tokamak size 
increases.25 Our simulations showed that the en-
ergy losses level off as the tokamak size approaches 
ITER, a reassuring result for ITER designers.

In 2002, Seaborg was upgraded to more than 
double its size (6,656 cores) and twice the memory 
per node (32 Gbytes/node). Through a continuous 
increase in user code concurrency, new challenges 
were encountered and addressed in the following 
years. This knowledge, as well as the requirements 
of the upgraded user applications, paved the way 
for the new Leadership Class Computing Centers 
at ORNL and ANL. Many users were readily able 
to run on the large Leadership Class Computers 
due to their work at NERSC. This was certainly 
true for GTC, which Ethier had upgraded with 
a new level of MPI parallelism,26 allowing for a 
much larger number of particles in the simulations. 
The particles within each toroidal section could 
now be distributed between several MPI processes. 
A reduction operation of all the processes involved 
took care of summing up all the contributions to 
the local charge accumulation. This capability al-
lowed GTC to perform, among other things, very 
large simulations of electron temperature gradient 
(ETG) instabilities. Also in 2002, GTC’s main 
author, Zhihong Lin, became a professor at the 

University of California, Irvine, where he formed a 
new gyrokinetic PIC group. 

GTC continues to acquire new features, such 
as energetic particles,27 kinetic electrons,28 and 
electromagnetic capability.29,30 At PPPL, in col-
laboration with LBNL computer scientists from 
the Future Technologies Group,31 GTC continues 
to be a testbed for the development of new high-
performance algorithms. The MPI particle distri-
bution scheme has been replaced by a full-fledged 
domain decomposition to further divide the torus 
and reduce the memory footprint of each MPI 
process. This highly scalable version, called GTC-
Princeton (GTC-P), has been run on 1.5 million 
cores on the IBM Blue Gene/Q system at LLNL. 

Gyrokinetic Tokamak Simulation (GTS) Code
Although GTC had been highly successful as a 
scalable, theoretical tool to uncover new phenom-
ena related to microturbulence in toroidal fusion 
devices, it could only handle a relatively simple 
geometry consisting of a circular cross-section to-
kamak with a large aspect ratio analytical equilib-
rium magnetic field (the aspect ratio is R/a, where 
R is the major radius of the torus and a the minor). 
The temperature and density gradient profiles were 
also given as analytical formulas controlled by a 
few parameters. However, there was a strong inter-
est in having GTC run simulations with geometry 
and plasma conditions as close as possible to the 
real tokamak experiments, especially for PPPL’s 
own experimental device, the National Spheri-
cal Torus Experiment (NSTX), which is strongly 
shaped and has a low aspect ratio (Figure 1b). In 
2004, PPPL researcher Weixing Wang engaged in 
the development of a new global gyrokinetic PIC 
code that could handle any tokamak shape and 
profile in a general and robust way (Figure 2). The 
result was GTS, or gyrokinetic tokamak simulation 
code, which interfaces with the experimental data-
base to retrieve temperature, density, and  rotation 
profiles along with magnetic field information for 
tokamak shots.32 

The higher-level structure of the code was sim-
ilar to GTC, but most functions and routines had 
to be rewritten to support a whole set of new fea-
tures—for example, different magnetic coordinates 
had to be implemented to keep the poloidal planes 
“flat” in Cartesian space, which in turn forced the 
use of new Lagrangian guiding center equations 
for the particle trajectories. The field solver became 
more complex, requiring the inclusion of the zonal 
flow in an iterative process with the local solve. A 
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new delta-f scheme based on extended phase space 
was later implemented to enforce strict phase-space 
incompressibility, which made the code more reli-
able, accurate, and robust. 

All the performance and parallel scalability 
optimizations learned through the development of 
GTC at NERSC were also implemented in GTS. 
For example, the efficient field-line-following 
mesh is used, as well as all three levels of paral-
lelism, which are the toroidal domain decomposi-
tion, particle distribution within the domains, and 
loop- level shared memory multithreading with 
OpenMP. Most of the GTS simulations have been 
(and continue to be) run on the systems at NERSC. 
Many successful and diverse studies in transport 
and confinement have been carried out, including 
impurity transport, trapped-electron-mode turbu-
lence,33 current generation, momentum transport 
and spontaneous rotation, global ETG turbulence 
in NSTX,34 flow generation,35 shear-flow-driven 
instability, turbulence spreading and nonlocal 
transport, energy transport of low-k turbulence in 
various experimental tokamaks,36 and turbulence-
driven energetic particle transport.

In 2009, GTS benefited from dedicated sup-
port funded through the LBNL Petascale Initia-
tive in Computational Science and Engineering 
(https://www.nersc.gov/news-publications/news/
nersc-center-news/2014/petascale-post-docs-a-
supercomputing-success). For more than a year, a 
full-time NERSC postdoctoral fellow was assigned 
to the GTS project with the goal of improving its 
performance and scalability on the new NERSC 
petascale computer, Hopper, a 153,216-core Cray 
XE6 system running at 1.26 Pflops/sec peak. The 
project focused on the most communication-inten-
sive part of the code, which is the particle “shift” 
step that follows the particle advance. Because of 
the toroidal domain decomposition, ions and elec-
trons transiting around the torus change domain 
every few steps, depending on their velocity. In a 
single time step, about 10 percent of the particles 
move out of their current domain to move to the 
next in either direction. For a billion particles, that 
corresponds to more than 10 Gbytes of data being 
transmitted over the network at the same time. 

To improve scalability, a new shift algorithm 
was developed using OpenMP task parallelism 
and one-sided communication calls implemented 
with Fortran co-arrays. In the original algorithm, 
the work was divided in two steps: a particle sort 
to identify and place in a buffer the particles that 
need to move out, and a communication step to 

send those particles to their destinations. Instead 
of splitting the sorting of the particles and the 
communication step, the new scheme overlaps 
the two steps by filling a small buffer and issuing 
multiple small remote memory data transfers while 
the particles are being sorted. The one-sided com-
munications don’t involve the remote CPU due to 
the global address space support of the Cray XE6 
Gemini interconnect. On that system, the new al-
gorithm improved the shift step by more than 50 
percent.37 The same algorithm can be used by any 
PIC code using domain decomposition as one of its 
parallel schemes.

GTS continues to be improved by adding 
new physics and algorithms that lead to scientific 
discovery. For example, the recent addition of 
neoclassical physics, which is calculated self-con-
sistently along with the turbulence physics, has led 
to new insights on the self-generation of noninduc-
tive currents in magnetically confined plasmas. 
These currents are of critical importance for long-
pulse tokamak fusion experiments, such as ITER, 
as they’re required to maintain high temperature 
and stability for the duration of the discharge. New 
GTS simulations carried out on NERSC’s latest 
system, Edison, show that noninductive current 
generation is significantly enhanced in the pres-
ence of turbulent fluctuations triggered by an in-
stability called collision-less trapped electron mode 
(CTEM). Unlike the nonturbulent version of this 
current, which is primarily carried by passing par-
ticles, magnetically trapped electrons carry the new 
current. The new understanding enabled by these 
simulations provides yet another way to control 
and enhance the confinement, and hence fusion 
production, in tokamak devices.

Tokamak Edge Simulations
In 2005, a new gyrokinetic PIC project was started 
by Choon-Seock Chang, then at the Courant In-
stitute, New York University (NYU). His area of 
research is the often-neglected plasma edge region 
of tokamaks, which treats the plasma close to the 
wall of the device. This is a very complex region 
where plasma temperatures and densities drop dra-
matically, magnetic field lines stop forming well-
defined closed surfaces, the plasma interacts with 
the wall components, neutral particles are an im-
portant part of the physics, and the effects of colli-
sions become unavoidable. Furthermore, the useful 
delta-f multiscale method, which reduces sampling 
noise in particle simulations, isn’t applicable to the 
edge region because the length scale of the plasma 
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gradients is of the same order as the length scale 
of the turbulence. The implementation of particle 
sources and sinks at the wall is also problematic in 
the delta-f framework. 

Chang and postdoctoral fellow Seung-Hoe Ku 
undertook the development of XGC1, a full distri-
bution function (full-f), global, gyrokinetic PIC 
code for the study of microturbulence in the edge 
region of tokamaks, including the interaction with 
the wall (Figure 3). As GTC did, XGC1 grew out 
of the Hamiltonian guiding center orbit algorithm 
of PPPL’s Orbit code, initially as a turbulence-
free guiding-center neoclassical PIC code XGC0. 
With the establishment of the Prototype Fusion 
Simulation Project Center for Plasma Edge Simu-
lation (CPES) in 2005, a project funded through 
the DoE program for Science Discovery through 
Advanced Computing (SciDAC), turbulence capa-
bility was added in XGC0, and the full-f 5D gyro-
kinetic code XGC1 was born.38 The full-f kinetic 
description of the 5D plasma requires about 100 
times more simulation particles than the delta-f de-
scription, but it allows for the dynamics and evolu-
tion of the plasma background.

Due to the complex geometry of the edge, and 
the region of opened magnetic field lines that it in-
cludes, it isn’t possible to use a field-line-following 
mesh everywhere and to carry out all operations 
in magnetic coordinates. Unlike in other gyroki-
netic codes, the Lagrangian particle time advance 
is  carried out in a cylindrical coordinate system, 

while the Eulerian field solving is achieved on ap-
proximately field-aligned mesh, meaning that 
the mesh is mainly field aligned except close to 
the magnetic X-point where the mesh becomes 
too dense and anisotropic. An intricate unstruc-
tured mesh of triangular elements with varying 
resolution describes all the grid quantities in the 
simulation volume, which is extended to cover 
the interior of the whole tokamak to avoid inner-
boundary effects. 

It soon became clear that the extensive mul-
tiscale physics included in this code would make 
it effective as the core of a comprehensive toka-
mak simulation tool. Neutral particles recycled 
at the plasma wall are simulated together in a 
Monte  Carlo method, with charge exchange and 
ionization interactions with the plasma. Plasma 
heating and torque sources are added to achieve 
steady background and turbulence profiles in a 
self-organized state. Nonlinear Fokker-Planck 
Coulomb operation is performed to describe the 
collisional process of the non-Maxwellian edge 
plasma.39 As a result, XGC1 is able to study mul-
tiscale edge physics in realistic diverted magnetic 
field  geometry, a unique capability among current 
gyrokinetic codes. 

Initial development of XGC1, and its predeces-
sor XGC0, was mostly done on NERSC’s Seaborg 
and Hopper. The first XGC0 neoclassical kinetic 
simulation in diverted magnetic geometry was 
performed on Seaborg, leading to the discovery 

Figure 3. Domain simulated by the XGC1 code, which treats the plasma all the way to the tokamak wall. This 
capability allows for the study of the complex “edge” plasma region (enlarged section above).
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of orbit loss dynamics during edge pedestal for-
mation.40 The first XGC1 gyrokinetic simulation 
of edge pedestal plasma in diverted DIII-D edge 
plasma was performed on Hopper, and yielded 
nonlinear, nonlocal ITG turbulence on the edge 
pedestal.41 Residual momentum transport mecha-
nisms have been positively identified by injecting 
torque into the full-f 5D plasma to keep the toroi-
dal rotation at zero everywhere.42

The XGC1 code’s mission moved forward on 
the new SciDAC-2 Center for Edge Physics Simu-
lation (EPSI) in 2012. The applied mathematicians, 
the computer scientists, and the performance engi-
neers in CPES and EPSI made XGC1 achieve lin-
ear scale up to the maximum number of processors 
on all US high-performance computers, including 
Hopper and Edison at NERSC, Titan at the Oak 
Ridge Leadership Computing Facility (OLCF), 
Mira at the Argonne Leadership Computing Facili-
ty (ALCF), and Blue Waters at National Center for 
Supercomputing Applications (NCSA). On Titan, 
XGC1 performs truly heterogeneous computing, 
sharing compute loads between CPUs and GPUs. 
Because XGC1 contains gyrokinetic physics of 
the whole plasma, unlike the perturbative plasma 
in delta-f codes, it requires many more computer 
resources than a delta-f code does. Consequently, 
XGC1 often runs on full systems at OLCF, ALCF, 
and NERSC. 

Several scientific discoveries have been made 
recently on Edison—for example, a new “turbu-
lent neoclassical” momentum transport in the edge 
region has been discovered that can explain the 
source of momentum in the core plasma.43 Oper-
ating the ITER plasma with its toroidal rotation 
speed at a non-negligible fraction of the speed of 
sound could be an important ingredient in achiev-
ing its fusion goal through improved stability and 
transport. Unlike in the present tokamak plasmas, 
external momentum input into ITER plasma is 
difficult. Fortunately, the existing tokamak devices 
have found that a so-called “high-confinement” 
mode regime in the plasma can spontaneously 
develop a substantial amount of co-current di-
rectional toroidal rotation, with the momentum 
propagating rapidly into the core from the edge 
pedestal region.

Magnetic confinement fusion brings about very 
complex and diverse phenomena, and there 

is still much to learn and discover before achieving 
the goal of a turnkey fusion power plant.  Computer 
simulation has been an invaluable tool in the quest 
to better understand and design fusion devices, 
and NERSC has been, and continues to be, a criti-
cal partner in our research progress. The same can 
certainly be said for all the other scientific projects 
that have used NERSC over the years. With each 
new system installed at NERSC, the increased 
performance and concurrency of these machines 
give scientists opportunities to push their applica-
tions further by adding more physics and increasing 
scalability. This isn’t an easy task, which is why the 
NERSC staff, with its combined knowledge and ex-
pertise in high-performance computing, has been a 
tremendous help to all the projects.

Looking into the near future, NERSC will un-
dergo a major change in its computer architecture. 
With the arrival of the next system, Cori, NERSC 
will move to the latest Intel Xeon Phi processor, 
a clear departure from the traditional superscalar 
processor that we’ve been using for more than 20 
years. This accelerator-type architecture requires 
fine-grain parallelism with substantial multi-
threading to maximize performance. Fortunately, 
several of our global gyrokinetic codes currently 
include accelerator versions of the fine-grain multi-
threaded sections and continue to be improved. In 
addition to running at NERSC, the GPU version 
of XGC1 runs routinely on the hybrid CPU-GPU 
Cray XK7 Titan at OLCF. The GTC-Princeton 
(GTC-P) code, which was developed in collabora-
tion with the Future Technologies group at LBNL, 
is our high-performance, high-scalability testbed 
code for new architectures. It has demonstrated 
delivery of scientific discovery advances enabled by 
computing at the extreme scale,44,45 can run effi-
ciently on both the GPU and Xeon Phi systems, 
and is currently operating on the top seven super-
computers worldwide. 

In general, our expectation is that improved 
methods and algorithms developed in one code 
should be deployable with some associated dedicated 
effort in the other advanced PIC codes. With Cori, 
we look forward to a new round of optimizations 

In general, our expectation is that improved methods and algorithms 
developed in one code should be deployable with some associated 
dedicated effort in the other advanced PIC codes.
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and modifications for our codes, as always, with the 
help of NERSC’s highly knowledgeable staff. The 
new NERSC Exascale Science Applications Pro-
gram, or NESAP, has already selected XGC1 as one 
of 20 codes to receive dedicated help, and has given 
early access to all our other gyrokinetic PIC codes. 
This advance will let us continue to push the lim-
its of our codes to achieve new scientific discoveries 
that will help us reach our ultimate goal of practical 
and affordable fusion energy for all. 
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